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Abstract
A curved nanosecond-pulsed dielectric barrier discharge actuator is proposed to fit the flexibly
complex surface shape of air vehicles. Streamer evolution and aerodynamic perturbations driven
by a single-pulse voltage applied on the anode, where the pulse width is 35 ns and the peak
voltage is 14 kV, are numerically studied. Continuity equations that consider 15 species and 34
reactions are solved based on the drift–diffusion approximation. The electron temperature is
obtained using the local mean energy approximation method. Discharge characteristics during
the voltage-rise, plateau and decay stages are discussed, respectively. The streamer is initiated at
2.2 ns. The maximum electric field is progressively located at the head of the streamer, between
the electrodes and in the dielectric layer during the three voltage stages, while the maximum
value of electron density is settled at the downstream tip of the driven anode. The electron
number density at the streamer head increases at the voltage-rise stage, keeps constant during
the voltage-plateau stage, decreases at the beginning of the voltage-decay stage and then
increases due to the quenching effect of the excited species. Compared with the discharge on a
flat surface, the initial discharge propagation velocity is smaller, while it decreases more slowly
during the entire applied voltage. The simulated deposited energy matches the analytical
solution well. Aerodynamic perturbations are investigated by solving the compressible
Navier–Stokes equations. The ambient air is rapidly heated to the maximum temperature of
1883 K within 0.04 µs. The temperature rise remains greater than 1000 K for 0.32 µs and
greater than 500 K for 21.6 µs. A ‘semiring-like’ compression wave is formed from the
discharge region; the propagation speed decreases as it propagates away from the wall and then
converges to 345 m s−1 at 13 µs. High-speed flows are rapidly induced at the beginning, and
two vortexes are formed successively due to the interaction between the flow induced by the
actuator and the backflow induced by the compression wave.

Keywords: nanosecond dielectric barrier discharge, plasma excited aerodynamics,
numerical simulation

(Some figures may appear in colour only in the online journal)

∗
Author to whom any correspondence should be addressed.

1361-6463/22/055203+15$33.00 1 © 2021 IOP Publishing Ltd Printed in the UK

https://doi.org/10.1088/1361-6463/ac2fdb
https://orcid.org/0000-0001-9729-4663
https://orcid.org/0000-0003-4756-3858
mailto:wangjf@nuaa.edu.cn
http://crossmark.crossref.org/dialog/?doi=10.1088/1361-6463/ac2fdb&domain=pdf&date_stamp=2021-10-28


J. Phys. D: Appl. Phys. 55 (2022) 055203 L Li and J Wang

1. Introduction

Dielectric barrier discharge (DBD) is one of the most poten-
tial active flow control technologies using plasma [1–6]. Rep-
resentative advantages are generally classified as fast response
time (<0.1 ms), no moving parts and its adaptability for a wide
speed range of air vehicles. Attention is also presently being
paid to ignition [7] and plasma-assisted combustion [8] for
better performance of engines in the field of aerospace. The
widely used asymmetric DBD consists of a grounded elec-
trode embedded in the dielectric layer and a driven electrode
contact with ambient air. An alternating current (AC) voltage
is applied on the driven electrode, and the induced airflow due
to the dominant effect of the body force is observed. Limited
to locally insufficient velocity, it is rarely employed to con-
trol flows with high Reynolds numbers as well as high velocit-
ies. The nanosecond-pulsed DBD (NS-DBD) was proposed in
2009 [9], which is capable of controlling flows even at super-
sonic/hypersonic speed [10]. A compression wave is rapidly
formed due to the effect of ultrafast heated ambient air result-
ing from the nanosecond discharge, which interacts with the
flow field.

Experiments are widely carried out for NS-DBD and the
corresponding aerodynamic perturbations [11], but due to the
limitations of the performances of devices, numerical studies
are still indispensable for one to obtain quantitative temporal
and spatial results in more detail. For discharge computations,
the particle-in-cell model [12–15] and Monte Carlo model
[16] are extremely computationally costly under atmospheric
conditions, while the fluid-based model is mostly employed,
where the species in the computational domain are summat-
ively reduced as positive ions, negative ions, electrons and
neutral species, or even further reduced. Unfer [17] proposed
a two-dimensional model to compute a discharge and flow
field by coupling the momentum and energy transfer from
a fluid-based model, which considered positive ions, elec-
trons and neutral species, to the compressible Navier–Stokes
equations. An asymmetrical NS-DBD actuator on a flat sur-
face is simulated and the results are in agreement with experi-
ments [18].Wang [19] numerically studied the effect of energy
and body force, and induced the flow field of NS-DBD on a
flat surface in atmospheric air. A fluid-based model that con-
sidered positive and negative ions and electronswas employed,
and the results showed reasonable agreement with experi-
mental shadow images. Che [20] performed a comparative
study on discharge characteristics and aerodynamic perturba-
tions between air under atmospheric and near space conditions
at a certain altitude of 20 km using a fluid-basedmodel consist-
ing of positive ions and electrons. Joule heating and body force
were considered for an NS-DBD on a flat surface, and a ‘point
explosion’ was observed rather than a ‘region explosion’ in
near space. The fluid-based model is also employed by Zhang
[21, 22] to study the effect of pressure, temperature and gas
velocity. The plasma morphology and gas heating are ana-
lyzed and considerable trends are proposed for NS-DBD on
a flat surface. Despite the fact that the computational cost
of the fluid-based model is relatively lower, which is poten-
tially realizable for three-dimensional modelling, and it is fully

coupled with the Navier–Stokes equations, compared with a
physics-based model that considers a kinetics scheme, limit-
ations still appear because it is highly parametric dependent
and the evolution of detailed species during the discharge pro-
cess is neglected. Xu [23] proposed a kinetics scheme of seven
species and nine reactions and the effects of configurations of
the exposed surface of the driven electrode [24], geometry and
waveform of voltages [25] on NS-DBD on a flat surface were
investigated. The results show that the reduced electric field of
the serrated electrode is the greatest as well as the strength of
the compression wave and its propagation speed, while results
of the semicircular electrode are the weakest. The geometry
of both electrodes has little effect on discharge, while higher
discharge characteristics are obtained using a shorter pulse-
rising time. A kinetics scheme of 17 species and 54 reactions
is proposed [26] and employed by Ahn to investigate the evol-
ution of charged particles, electric field and electron energy of
NS-DBD on a flat surface. Different physical properties in
corresponding plasma regions are presented [27]. Zhang [28]
comparatively studied the discharge characteristics of NS-
DBD on a flat surface using four kinetics schemes of 31 spe-
cies/99 reactions, 28 species/85 reactions, 23 species/50 reac-
tions and 15 species/42 reactions, respectively, and compared
them with the results of the fluid-based model. Similar dis-
charge energy is obtained and the process of heating release is
qualitatively presented. Zhu [29] proposed a kinetics scheme
of 16 species and 44 reactions to simulate the discharge pro-
cess and aerodynamic perturbations. Another kinetics scheme
of 15 species and 34 reactions that considered fast gas heating
effects is modeled to study the morphology, aerodynamic per-
turbations and reactively released energy [30]. Contributions
of specific reactions are presented and the ambient air is heated
with a rapid temperature rise of up to 1170 K [31]. Simulations
are also carried out for ionization wave discharges compared
with measurements [32]. Despite expensive computational
costs, more physical results are obtained and more details of
discharges are presented by the physics-based model.

Other methods are also employed for computing the
plasma-excited flow field in published investigations. Phe-
nomenological methods are employed by Zhao [33], Li [34]
and Wojewodka [35], where the empirical or semiempirical
power distribution is used as the energy source. The com-
putational cost is quite low compared with the previously
mentioned methods, but the process of discharge cannot be
presented and the accuracy is low. Takashima [36] and Zheng
[37, 38] reduce the two-dimensional drift–diffusion equations
to a quasi-one-dimensional self-similar equation system for
the near-wall electric field components parallel and perpendic-
ular to the surface, which is numerically more convenient for
fitting complex configurations, but the accuracy of the results
is highly parametric dependent.

Despite the massive investigations that have been per-
formed, studies of NS-DBD on curved surfaces using the
accurate physics-based model are not yet reported. In this
paper, an NS-DBD actuator embedded in a dielectric layer
with a curved surface is proposed and simulated. A physics-
based model with 15 species and 34 reactions coupled with
Poisson’s equation and Helmholtz equations is solved. A
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single nanosecond-pulsed voltagewith a peak voltage of 14 kV
and pulse width of 35 ns is applied on the driven electrode.
Evolution of the electric field, electron number density and
energy deposition are analyzed. The discharge propagation
velocity is analyzed and compared with the discharge on the
flat surface. The distribution of deposited energy along the
streamer is also studied and compared with the flat discharge
as well as the analytical solution. Furthermore, the aerody-
namic perturbations are studied by solving the compressible
Navier–Stokes equations. The responses of temperature, pres-
sure and flow field are separately analyzed.

2. Methodology

2.1. Governing equations

2.1.1. Discharge. Behavior of the charged, neutral and
excited species is described by the continuity equations. For
the ith species,

∂ni
∂t

+∇·Γi = Si+ Sph,i, i= 1,2, . . . ,Ntotal (1)

the flux term Γi is given based on the drift–diffusion
approximation

Γi = µiniE−Di∇ni (2)

where ni is the number density, S and Sph are the source terms
of chemical reactions and the photoionization, respectively, µi
and Di are the mobility and diffusion coefficient of charged
species and E denotes the electric field.

The electron energy is calculated by the energy conserva-
tion equation:

∂nε
∂t

+∇·Γε =−Γε ·E−Qε (3)

Γε =−µεnεE−Dε∇nε. (4)

The photoionization source term in the continuity equation
is calculated using a three-term Helmholtz model, which is
described in detail in [39, 40]

Sph =
∑
i

Sph,i (5)

∇2Sph,i− (λipo2)
2Sph,i =−Aip2o2I (6)

I= ξ
pq

p+ pq
αµEne (7)

where α is the Townsend ionization coefficient, µE denotes
the drift velocity of electrons, p is the pressure, and pq and po2
indicate the quenching pressure of the excited species C3Πu

and the partial pressure of O2.
The coupled electric field is calculated by the Poisson’s

equation as follows:

∇· (−ε0ε∇Φ) = qe
∑
i

Zini (8)

where ε0 and ε are the permittivity of free space and the relat-
ive permittivity of materials, qe is the charge of electrons and
Z denotes the charge of species.

2.1.2. Aerodynamics. Aerodynamic perturbations are
described by solving the compressible Navier–Stokes
equations, which are given by:

∂W
∂t

+
∂E
∂x

+
∂F
∂y

=
∂Ev
∂x

+
∂Fv
∂y

+Q (9)

W=


ρ
ρu
ρv
ρE

E=


ρu

ρu2 + p
ρuv
ρuH

 ,F=


ρv
ρvu

ρv2 + p
ρvH



Ev =


0
τxx
τxy

uτxx+ vτxy+ qx

 ,Fv =


0
τyx
τyy

uτyx+ vτyy+ qy



S=


0
0
0

Sheat

 (10)

where ρ and p are the density and pressure of air, u and v are
the velocity in the x and y directions, respectively, and E andH
are the total energy and total enthalpy of unit mass. The shear
stress terms are described as follows:

τxx = µ

[
−2
3
(∇·V)+ 2

∂u
∂x

]
τxy = τyx = µ

(
∂u
∂y

+
∂v
∂x

)
τyy = µ

[
−2
3
(∇·V)+ 2

∂v
∂y

]
∇·V=

∂u
∂x

+
∂v
∂y

. (11)

The heat fluxes are calculated by Fourier’s law:

qx = κ
∂T
∂x

qy = κ
∂T
∂y

(12)

where T is the temperature and κ is the thermal conductivity.
The ideal gas equation of state is employed for the atmo-

spheric air:

p= ρRT (13)

where R is the ideal gas constant, namely 8.314 J (mol K)−1.

2.2. Kinetics scheme

The atmospheric air in this study is assumed to be a mix-
ture of N2 and O2, where the mole fractions are 0.79 and
0.21, respectively. A detailed kinetics scheme of 46 species
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Table 1. The kinetics scheme for NS-DBD.

No. Reaction Rate constant Reference

1 e + N2 ⩽ e + e + N2
+ f (σ, E/N) [46]

2 e + O2 ⩽ e + e + O2
+ f (σ, E/N) [47]

3 e + N2 ⩽ e + N2(A3Σu) f (σ, E/N) [46]
4 e + N2 ⩽ e + N2(B3Πg) f (σ, E/N) [46]
5 e + N2 ⩽ e + N2(C3Σu) f (σ, E/N) [46]
6 e + O2 ⩽ e + O + O f (σ, E/N) [43, 47]
7 e + O2 ⩽ e + O + O(1D) f (σ, E/N) [43, 47]
8 N2

++N2 + M ⩽ N4
++M 5 · 10−29 [42, 43]

9 N4
++O2 ⩽ O2

++N2 + N2 2.5 · 10−10 [42, 43]
10 N2

++O2 ⩽ O2
++N2 6 · 10−11 [42, 43]

11 O2
++N2 + N2 ⩽ O2

+N2 + N2 9 · 10−31 [42]
12 O2

+N2 + N2 ⩽ O2
++N2 + N2 4.3 · 10−10 [42]

13 O2
+N2 + O2 ⩽ O4

++N2 10−9 [42]
14 O2

++O2 + M⩽ O4
++M 2.4 · 10−30 [42, 43]

15 e + O2 + O2 ⩽ O2
−+ O2 2 · 10−29(300/Te) [42]

16 e + O2 ⩽ O−+ O f (σ, E/N) [47]
17 O−+ O⩽ e + O2 1.4 · 10−10 [48]
18 O2

−+ O⩽ e + O2 + O 1.5 · 10−10 [48]
19 e + N4

+ ⩽ N2 + N2 (C3Σu) 2.3 · 10−6(300/Te) 0.53 [48]
20 e + N2

+ ⩽ N + N 1.8 · 10−7(300/Te) 0.39 [48]
21 e + O4

+ ⩽ O + O + O2 1.4 · 10−6(300/Te) 0.50 [42, 43]
22 e + O2

+ ⩽ O + O 2 · 10−7(300/Te) [42, 43]
23 O2

− + O4
+ ⩽ O2 + O2 + O2 10−7 [42]

24 O2
− + O4

++M⩽ O2 + O2 + O2 +M 2 · 10−25 [42]
25 O2

− + O2
++M⩽ O2 + O2 +M 2 · 10−25 [42]

26 O− + N2
+ ⩽ O + N + N 2 · 10−7(300/Tgas) 0.50 [41]

27 N2(C3Σu)+ N2 ⩽ N2(B3Πg)+ N2 1 · 10−11 [43]
28 N2(C3Σu) + O2 ⩽ N2 + O + O[1D] 3 · 10−10 [43]
29 N2(C3Σu)⩽ N2 + hν 2.45 · 107 [42]
30 N2(B3Πg) + O2 ⩽ N2 + O + O 3 · 10−10 [43]
31 N2(B3Πg) + N2 ⩽ N2(A3Σu)+ N2 1 · 10−11 [43]
32 N2(A3Σu) + O2 ⩽ N2 + O + O 2.5 · 10−12(Tgas/300) 0.50 [43]
33 O[1D] + O2 ⩽ O + O2 3.3 · 10−11exp(67/Tgas) [43]
34 O[1D] + N2 ⩽ O + N2 1.8 · 10−11exp(107/Tgas) [43]

and 395 reactions is proposed by Kossyi [41], which is only
presently available for zero-dimensional computations due to
the unacceptable computational cost. Other published kinet-
ics schemes are almost reduced from Kossyi’s scheme. In this
study, a reduced kinetics scheme of 15 species and 34 reactions
proposed by Zhu [30, 31] that models the streamer propaga-
tion [42], fast gas heating [43] as well as additional reactions
[44] is employed to solve the NS-DBD, which is validated in
previous studies [30–32]. The kinetics scheme is illustrated in
detail in table 1. Rate constants are calculated based on a two-
term approximation Boltzmann equation solver BOLSIG+
[45] with cross sections indicated in the table (units in s−1,
cm3 s−1, cm6 s−1). Electron temperature Te is obtained by
solving the energy conservation equation. The Tgas is the tem-
perature of gas (units in K).

2.3. Mean electron energy

The local field approximation (LFA) and the localmean energy
approximation (LMEA) are two methods used to describe the
mean electron energy. The computational cost using LFA is

smaller due to the fact that the transportation coefficients are
only related to the reduced electric field and there is no need to
solve the energy conservation equation: namely, the electron
energy is assumed to be instantly in equilibrium with the vary-
ing electric field. Previous studies show that a loss of accuracy
occurs on theNS-DBD at the fast-ionization streamer head and
the bottom of the streamer close to the dielectric surface [31].
For better accuracy of results, the LMEA is employed in this
study, which is more physical and solves the energy conserva-
tion equation to obtain the electron energy, even if at greater
computational cost.

2.4. Coupling strategy

Because of the big difference in the time scale between the dis-
charge process (nanosecond time scale) and the aerodynamic
responses (microsecond time scale), the effect of perturbated
quiescent air on the discharge process is negligently small.
Therefore, a one-way (loose) coupling strategy is performed,
where the discharge process is firstly solved while the perturb-
ated flow field is calculated based on the results of discharge to
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avoid the ‘stiff problem’ and unexpected computational con-
sumptions; this strategy is also employed by previous studies
[20].

2.5. Validation

Calculations of the discharge process and flow field are val-
idated separately in previous publications. The results show
great agreement with benchmark cases of discharges and
excellent performance on shock wave capture.

The PASSKEy code proposed by Zhu et al is employed
to solve the discharge process; this was previously validated
with a benchmark case of streamer propagation for a point-
to-plate configuration [30]. Poisson’s equation and Helm-
holtz equations are semi-implicitly solved by a preconditioned
conjugate-gradient solver [49, 50]. An explicit UNO3 scheme
[51] (third order in time and space) coupled with the Strang
operator for spatial splitting and a second-order central dis-
cretization [52] are employed for the drift and diffusion term
correspondingly. The time evolution of electron density along
the axis of symmetry and the streamer morphology is greatly
consistent with [53]. Since there is strictly no benchmark case
of an atmospheric pressure surface streamer, a computation is
performed using Soloviev’s [54] studies. The electric field at
a specific time moment and the current evolution match well.

A home-made Navier–Stokes solver is used in this study
to compute the perturbated flow field, which is described
in detail and previously validated [55–58]. The Reynolds-
averaged Navier–Stokes equations closed by the k–ω SST tur-
bulence model [59] are solved. The second-order AUSM+
scheme [60] is employed for spatial discretization and the
five-step Runge–Kutta method is used for temporal discretiza-
tion. Non-reactive hypersonic flows with different mach num-
bers around a cylinder are solved; the shock wave and heat
flux on the wall are greatly coincident with experiments [61].
The shock-induced combustion flow is also solved. The shock
wave is also accurately captured compared with experimental
data [62]. The detailed validations are not included in this
paper.

3. Numerical setup

3.1. Geometries and meshes

The proposed NS-DBD actuator is embedded in the dielectric
layer on the semicircular surface with a radius of 6.35 mm. A
zoom-in view is shown in figure 1. The blue area is the dielec-
tric layer with a thickness of 0.3 mm and a relative permit-
tivity of 3.8. The red area indicates the anode with a width of
4.35mm in the horizontal direction, which is driven by a single
pulsed nanosecond voltage. The purple area is the cathode,
which is a grounded electrode. The thickness of electrodes is
37.5 µm. The green area is the ambient part of the plasma area,
which is not completely shown in the schematic.

The computation domain for discharge is entirely
40 mm × 80 mm, as shown in figure 2. Structured square
cells are employed for the streamer region, which are uni-
formly sized to 6 µm × 6 µm. Other cells are generated by

Figure 1. A schematic of the NS-DBD actuator on the curved
surface.

Figure 2. Mesh for discharge calculation.

extrapolation with a growth rate of 1.1 in both the x and y
directions. The cell number is about 2.7 million.

A different mesh is employed for the perturbated flow field
computation due to different requirements of cell size and to
reasonably save the computation consumption, which is shown
in figure 3. The cell size of the ambient region of the streamer
is uniformly set to 20 µm × 20 µm. The total cell number is
31 680. The energy source of the discharge is transmitted to
the mesh of the flow field by a linear interpolation in space.
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Figure 3. Mesh for aerodynamic calculation.

Table 2. Boundary conditions for continuity equations of species.

Internal normal External normal
Boundary condition direction direction

Electron ∂Γe/∂n= 0 Γe =−γΓi

Ion ∂Γi/∂n= 0 Γi = 0

3.2. Boundary conditions and initial conditions

For Poisson’s equation in discharge computation, the Dirich-
let boundary condition is applied on metal surfaces, where
Φ= U(t), while the Neumann boundary condition is applied
on nonmetal surfaces, where ∂Φ/∂n= 0. For the Helmholtz
equations for photoionization computation, the source term is
equal to 0 on boundaries. The boundary conditions for con-
tinuity equations of species in the external normal direction
and internal normal direction are performed differently, and
are illustrated in table 2. The secondary electron emission is
ignored due to its negligible effect on NS-DBD.

For flow field computations, the non-slip adiabatic condi-
tion is employed on the wall and the extrapolation condition is
applied on other boundaries.

The initial electron number density is 1 × 1010 m−3; the
number densities of other ions are the same meanwhile, to

Figure 4. The waveform of the voltage applied on the anode.

ensure the initial charge is zero. The initial mole fractions of
N2 and O2 are 0.79 and 0.21 correspondingly. The initial pres-
sure and temperature of the quiescent flow field are 1 atm and
300 K, respectively.

3.3. Numerical conditions

A single nanosecond-pulsed voltage with a peak voltage of
14 kV and a pulsewidth of 35 ns, where the voltage rising time,
plateau and decay time are 7 ns, 15 ns and 13 ns, respectively,
is applied on the anode, as shown in figure 4, which refers to
Unfer’s study for an NS-DBD on a flat surface [17].

Atmospheric conditions are applied to the discharge com-
putation, where the pressure is 1 atm and the temperature is
300 K. The transient time step size of the plasma computa-
tion determined by the physical process is very small due to
specific ultrafast chemical reactions of the kinetics scheme,
where theminimum time step is even smaller than 1× 10−13 s,
which is very time consuming. A constant time step size of
5 × 10−9 s is applied for the flow field computation in this
study. The discharge and flow field are solved in parallel using
the openMP and MPI approach correspondingly on Tianhe
One of the National SuperComputer Center in Tianjin (Intel
Xeon E5-2690v4 × 2, 128GB, 28 cores per node).

4. Results and discussion

4.1. Discharge process

4.1.1. Evolution of electric field and electron density. The
electric fields and electron number density distribution at the
voltage-rise stage at specific time moments, namely 1 ns,
2.2 ns, 3 ns and 7 ns, are shown in figures 5 and 6, respectively.
Because the sizes of discharge regions at these time moments
are different, scales specified for the axis are not the same.
At 1 ns before the streamer is initiated, the electric field is the
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Figure 5. Distribution of electric field at the voltage-rise stage.

Figure 6. Distribution of electron number density at the voltage-rise stage.

highest at the tip of the anode at the beginning of the discharge,
while it decreases progressively as it approaches the cath-
ode. Electrons start to be generated at this moment due to the
increasing electric field; the maximum electron number dens-
ity is about 2.5 × 1011 m−3. The propagation of the streamer
starts at approximately 2.2 ns. The electric field increases and
the morphology of the streamer deforms due to the change in
space charge as a result of ionization reactions. The streamer is
generated at the tip of the anode and then propagates along the
dielectric surface. Themaximum electric field of 585 kV cm−1

and the maximum electron density of 3.3 × 1021 m−3 both
occur at the streamer head. At 3 ns, the streamer head pro-
ceeds away from the anode. Themaximum electric field seated
at the streamer head rises to 794 kV cm−1 due to the dominant
effect of strong charge-separation processes in the ionization
head. The streamer sticks to the curved dielectric surface above
the cathode and the thickness of the streamer is approximately

uniform. The maximum electron number density is located at
the anode due to the locally greater effect of the rise in voltage,
which is different from the behavior of the electric field. Until
7 ns, when the voltage reaches the peak, the electric field and
electron number density in the streamer channel decrease as
the streamer proceeds. The maximum electric field located at
the streamer head is 621 kV cm−1, while the maximum elec-
tron number density at the tip of the anode is 8.1 × 1021 m−3.

The electric field distribution and electron number dens-
ity at 14.5 ns and 22 ns, which are the middle and end of the
voltage plateau, are presented in figures 7 and 8, respectively.
The propagation of the surface-attached streamer slows down
from 7 ns. The maximum electric field is no longer located
at the streamer head but at the anode. For the streamer head,
the electric field decreases to 556 kV cm−1 and 540 kV cm−1

at these two moments. The location of the maximum electron
number density sticks to the anode. The electron number

7



J. Phys. D: Appl. Phys. 55 (2022) 055203 L Li and J Wang

Figure 7. Distribution of electric field at the voltage-plateau stage.

Figure 8. Distribution of electron number density at the
voltage-plateau stage.

densities remain approximately constant at both the anode
and streamer head during the voltage-plateau stage, and are
2.36 × 1021 m−3 and 1.50 × 1021 m−3 correspondingly.

The 28.5 ns and 35 ns are the middle and end of the voltage-
decay stage, and distribution of the electric field and electron
number density are shown in figures 9 and 10. The location
of the maximum electric field gradually moves to the middle

Figure 9. Distribution of electric field at the voltage-decay stage.

Figure 10. Distribution of electron number density at the
voltage-decay stage.

of the dielectric layer. The electric field at the streamer head
and the ambience of electrodes decrease simultaneously. At
35 ns, where the applied voltage is 0 V, the electric field of
the streamer head reduces to 445 kV cm−1. The electron num-
ber density decreases as the electric field decreases until the
state of excited species with higher energy levels cannot be
maintained due to an insufficient electric field, which results in
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Figure 11. A comparison of the propagation velocity between the
curved and flat streamers.

quenching of the excited species to lower levels and the release
of energy. Therefore, the electron temperature and electron
number density increase unexpectedly.

4.1.2. Streamer dynamics. A simulation for an NS-DBD on
a flat surface is also carried out under the same conditions for
comparison. The length, thickness and relative locations of the
electrodes and dielectric layer are the same as with the curved
actuator.

With the same applied voltage, the propagation velocity of
the streamer for both the NS-DBD on the flat surface and the
curved surface is shown in figure 11. The streamer is simul-
taneously initiated at 2.2 ns with maximum propagation velo-
city for both cases. The maximum propagation velocity of the
NS-DBD on a flat surface is greater than that on a curved
surface. The propagation velocity rapidly decreased as the
streamer developed, and the decreasing rate of the flat streamer
is greater than the curved streamer. At approximately 16 ns,
the propagation velocity of the flat streamer decreases to neg-
ative, while the propagation velocity of the curved streamer
is always positive, which results in a greater discharge
length.

4.2. Discharge energy

For plasma-excited aerodynamic perturbations, the thermal
energy of air is transferred from the discharge energy, which
is considered differently in published studies. Wang [19] and
Che [20] assume that the energy of ions and a fraction of the
energy of electrons obtained from the electric field transfer
to the gas. Unfer [17] and Abdollahzadeh [63] consider the
released energy of electronic excitation, vibrational excitation
and the elastic and rotational collisions as the energy of elec-
trons, while the energy of ions is fully included.

In this study, the time evolution of discharge energy in the
whole computational domain volume V is analyzed, which

refers to Tholin’s [64] discussion for glow-to-spark transition.
The total power P consists of the power density of Joule heat-
ing Pj and fast gas heating PFGH and the energy deposition Q
and are given as:

P=

ˆ V

0
PjdV+

ˆ V

0
PFGHdV (14)

Q=

ˆ t

0
Pdt. (15)

The evolution of energy deposition and power is shown in
figure 12. The discharge is not initiated before 2.2 ns, which is
consistent with the analysis of discharge morphology. Then,
the discharge power increases and energy deposits with an
increasing rate. At 7 ns, the beginning of the plateau, the
power reaches the peak and then decreases, where the incre-
ment of energy deposition slows down. Until about 27 ns at
the voltage-decay stage, the power unexpectedly increases,
even though the voltage decays due to the dominant effect of
released energy from quenching of the excited species.

The deposited energy at the end of the discharge is com-
pared between the curved discharge and the flat discharge
as well as with the analytical method proposed by Soloviev
[65–68], as shown in figure 13. The analytical expression
assumes the deposited energy decreases linearly along the
streamer. The analytical body force is also well established
but neglected in this study. The length denotes the horizontal
and arc distance to the tip of the anode for the flat and curved
discharge correspondingly. The energy is formulated as a
function of permittivity, voltage, discharge length, dielectric
thickness and breakdown voltage, and matches well with the
numerical and experimental results for the flat NS-DBD. The
results demonstrate a good agreement between the analyt-
ical solutions and numerical results. Similar energy distribu-
tions are obtained for both discharges due to the same applied
voltage. The discharge length of the curved actuator is greater
than the flat discharge, which consists of the trend of the
streamer propagation velocity. In the middle of the streamer,
the energy decays linearly, except for the ambient of the root
and head of the streamer.

4.3. Aerodynamic perturbations

The ultrafast heating-effect gas heating is the main mechanism
for plasma-excited aerodynamic perturbations by nanosecond-
pulsed voltages. In this study, the aerodynamic flow field is
solved through one-way coupling of the spatial distributed
power density to the energy source term of the compressible
Navier–Stokes equations.

4.3.1. Temperature responses. Evolution of the maximum
temperature in the flow field is shown in figure 14 with a
zoom-in view given for the first 1 µs. The ambient air is
rapidly heated to the highest temperature of 1883 K within
0.04 µs with a temperature rise rate of 4.0 × 1010 K s−1.
Then, the temperature decreases with decreasing reduction
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Figure 12. Evolution of energy deposition and power.

Figure 13. A comparison of deposited energy between the curved and flat discharge.
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Figure 14. Evolution of the maximum temperature.

rates. The temperature rise of greater than 1000 K is main-
tained for 0.32 µs and that greater than 500 K is maintained for
21.6 µs.

The temperature distributions of the flow field at 2 µs, 8 µs
and 16 µs are shown in figure 15. The region of the highest
temperature sticks to the discharge area. The temperature on
the compression wave decreases progressively as it propag-
ates further from the wall, where the maximum temperatures
on the compression wave are 326.6 K, 312.5 K and 305.2 K,
respectively.

4.3.2. Pressure responses. Figure 16 shows the evolution
of the propagation speed of the compression wave. The com-
pression wave is initiated before 1 µs with a speed up to about
450 m s−1. Since the compression wave is sufficiently close
to the discharge region at the beginning, the strength of the
compression wave is very strong. Then, the propagation speed
progressively decreases as the shock wave moves away from
the wall. Until 13 µs, the propagation speed keeps approxim-
ately constant at 345 m s−1, which is very close to the speed
of sound.

Pressure distribution at 2 µs, 8 µs and 16 µs is shown in
figure 17 sequentially. Non-uniform strength of the compres-
sion wave, where the strength is stronger at the front and rel-
atively weaker behind, is presented by regarding the tip of
the anode as the center. Because the length of the cathode is

relatively longer than the perturbation region at the early stage
of the compression wave, the non-uniform energy distribution
results in a ‘semiring-like’ compression wave coupled with a
curved ‘tail’, which is approximately parallel to the dielectric
surface, namely the wall in the flow field. The maximum pres-
sure on these compression waves is 136.2 kPa, 117.0 kPa and
108.1 kPa successively at these time moments.

4.3.3. Velocity responses. High-speed flows are induced by
the NS-DBD actuator due to the transiently generated pressure
difference. Velocity distribution with streamlines at 0.5 µs,
3 µs, 12 µs and 16 µs successively is presented in figure 18.
The velocity on the compression wave is always greater than
that inside the wave. At 0.5 µs before the compression wave
initiates, the induced velocity is up to 123 m s−1, which is very
close to the discharge region. The streamlines are distributed
radially. Then, the velocity decreases as the power decays. At
3 µs, the compression wave propagates to a certain distance
from the discharge region; backflows are induced due to the
pressure difference, where the pressure on the compression
wave is higher than that inside the wave. Hereby, streamlines
outside the compression wave are also radially distributed. At
12 µs, the backflow interacted with the discharge-induced flow
in an approximately opposite direction, where the shear stress
causes a vortex to form at about 1 mm downstream of the tip
of the anode. At 16 ns, a corresponding secondary vortex is
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Figure 15. Temperature distribution at specific time moments.

Figure 16. Evolution of the propagation speed of the compression wave.
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Figure 17. Pressure distribution at specific time moments.

Figure 18. Velocity distribution with streamlines at specific time moments.

generated downstream of the vortex, which is closer to the
wall. Another vortex is generated upon the tip of the anode
after the previous one because of the relatively lower velocity
of the backflow induced by a smaller pressure difference upon
this vortex compared with that at the front.

5. Conclusions

A configuration of an NS-DBD actuator embedded in a
curved dielectric layer is proposed and numerically stud-
ied on the streamer evolution and aerodynamic perturba-
tions. The discharge characteristics are obtained by solving

continuity equations that consider 15 species and 34 reac-
tions, the energy conservation equation of electrons, and
Poisson’s equation, which is based on the drift–diffusion
approximation. A single pulsed voltage with a pulse width
of 35 ns and peak voltage of 14 kV applied on the anode is
simulated, and the evolution of surface discharge is illustrated
and analyzed. The one-way coupling strategy is employed
to calculate the aerodynamic perturbations by putting a
spatially distributed energy source into the compressible
Navier–Stokes equations. The characteristics of temperature,
pressure and velocity are also studied. Two-dimensional com-
putation is performed, and the conclusions are summarized as
follows.
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For the discharge process, a surface-attached streamer
is obtained for the curved configuration in this study. The
streamer discharge is initiated at 2.2 ns and, until the end
of the pulsed voltage, the electric field at the streamer head
decreases. The maximum electric field is located at the
streamer head, tip of the anode and inside the dielectric layer
during the voltage-rise, plateau and decay stages correspond-
ingly. The maximum electron number density sticks at the tip
of the anode in the discharge process, and it increases and
then remains constant in the voltage-rise and plateau stages,
respectively, while the electron number density at the streamer
head stays approximately constant. At the voltage-decay stage,
the maximum electron number density decreases firstly and
then increases due to the dominant quenching effect of excited
species, which is consistent with the trend of the discharge
power. The initial discharge propagation velocity is smaller
than the flat NS-DBD, while the decrement is slower. In the
entire discharge process, the discharge propagation velocity is
positive, which results in a longer discharge length. The gen-
eration of discharge energy starts as the streamer initiates, and
it reaches the peak as the voltage rises to the maximum. A
similar trend of deposited energy distribution is obtained for
both discharges, which demonstrates good agreement with the
analytical solution.

For the excited flow field, the ambient atmospheric air is
heated to 1883 K within 0.04 µs, and the rise of the maximum
temperature remains greater than 1000K and 500K for 0.32µs
and 21.6 µs, respectively. A ‘semiring-like’ compression wave
with a curved ‘tail’ parallel to the wall is formed. The com-
pression wave propagates away from the wall; the propagation
speed is initially about 450 m s−1 and then decreases progress-
ively to 345 m s−1, which is close to the speed of sound, and it
remains approximately constant from 13 µs. High-speed flows
are induced by the pressure difference in the flow field. When
the compression wave propagates to a certain distance from
the wall, backflows are induced and interact with the flows dir-
ectly induced from the discharge region, which successively
form two vortexes downstream and upon the tip of the anode,
respectively.
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