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Abstract
The effect of heat release in reactions with charged and electronically excited species, or so-
called fast gas heating (FGH), in nanosecond surface dielectric barrier discharge (nSDBD) in
atmospheric pressure air is studied. Two-dimensional numerical simulations based on the
PArallel Streamer Solver with KinEtics code are conducted. The code is based on the direct
coupling of a self-consistent fluid model with detailed kinetics, an efficient photoionization
model, and Euler equations. The choice of local field approximation for nSDBD modeling with
simplified kinetics is discussed. The reduced electric field and the electron density are examined
at both polarities for identical high-voltage pulses 24 kV in amplitude on a high-voltage
electrode and 20 ns full width at half maximum. The distribution of the FGH energy and the
resulting gas temperature field are studied and compared with findings in the literature. The input
of different reactions to the appearance of hydrodynamic perturbations is analyzed.

Keywords: nanosecond surface dielectric barrier discharge, nSDBD, plasma modeling, fast gas
heating

1. Introduction

Surface dielectric barrier discharge (SDBD) has been studied
intensively in recent years due to its potential use in the
community of aerodynamics. In an SDBD, the high-voltage
electrode (‘top electrode’, or ‘exposed electrode’) is placed
above the dielectric surface, and the low-voltage, typically
grounded or at constant potential, electrode is placed below
the dielectric surface [1–4]. At atmospheric pressure, micro-
discharges appear stochastically in the vicinity of the high-
voltage electrode and develop into streamers propagating
along the dielectric surface. The discharge is typically more
uniform during the negative half period. The ion wind gen-
erating in the discharge produces a gas flow along the di-
electric surface. With sinusoidal voltage amplitudes from a

few kV to 20–30 kV and frequencies in the range of
1–10 kHz, SDBDs can generate a flow of a few m s−1 up to
10 ms−1.

In the case where short high-voltage pulses (a voltage
pulse can be from units to several tens of kilovolts with rise
and decay times on the order of or less than 10 ns) are used to
initiate the nanosecond SDBDs (nSDBDs), the streamers start
synchronously (within at least 0.2 ns) from the high-voltage
electrode and propagate along the dielectric. Starting from
early 2000s, nanosecond discharge was studied for plasma-
assisted flow control [5–10]. The main mechanism of the flow
influence by nSDBD is a fast and coherent heat release pro-
ducing a weak shock wave in the vicinity of the exposed
electrode. According to [11], transient temperature rise in the
nSDBD, produced by input energy thermalization over a wide
time scale, is responsible for the generation of shock waves,
the low-density regions that may affect the external flow as
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‘thermal bumps’ and ‘delayed’ stochastic near-surface per-
turbations. Another possible application of nanosecond sur-
face DBDs is plasma-assisted ignition and combustion. It was
demonstrated in [12] that at equal energies deposited in the
discharge during the same period the flame from the nSDBD
occupies a larger volume than that of the nanosecond spark,
and that the flame front initiated by nSDBD moves sig-
nificantly faster. This has been explained by the interaction of
combustion waves initiated by different streamers. Recently,
the use of nSDBD for plasma-assisted anti-icing has also
increased the interest of researchers [13–15]. All the appli-
cations mentioned above are closely related to the fast gas
heating (FGH) and temperature characteristics of nSDBD.

FGH is one of the key features of nanosecond discharges.
Traditionally, relaxation of energy from charged species and
from electronic excitation is understood under FGH in a
transient nanosecond plasma. The relaxation occurs at a time
scale much less than vibrational-translational relaxation (VT
relaxation) or vibrational-vibrational exchange (VV
exchange). Recently, it has been experimentally proven that
open electrode nanosecond discharges provide significant
localized heat release during a short time period: an increase
of gas temperature of about 900K during 20ns was mea-
sured in pin-to-pin 4mm gap discharge in air preheated to
1000K [16]. Two phases of gas heating, fast and slow, were
distinguished experimentally in pin-to-plane discharge in
atmospheric pressure air by means of emission spectroscopy
and spontaneous Raman scattering [17]: the first phase, at tens
of nanoseconds, corresponded to the relaxation of electro-
nically excited species [18]; and the second one, at tens and
hundreds of microseconds, was explained by VT relaxation.
Measurements of gas temperature in the vicinity of the high-
voltage electrode (1 mm large zone) of the atmospheric
pressure nSDBD [19] agree with the conclusions made in
[17]. The measured gas temperature was equal to 340–380 K
for the discharge period, and 380–460 K in the afterglow, at
t∼1 μs. The effects of FGH have also been studied and
validated numerically. Calculations of the dynamics of for-
mation of a nanosecond spark discharge between two point
electrodes in air at atmospheric pressure at 300 and 1000 K
were carried out in [20–22]. It was shown that a 10 ns spark
discharge significantly heats ambient air on a time scale of
tens of nanoseconds. The mechanism of FGH in a pin-plane
atmospheric pressure streamer discharge and the effects of
humidity were discussed in [23, 24] on the basis of numerical
modeling. It was concluded that in humid air, rapid vibration-
to-translation transitions of H O2 and the exothermicity of the
reactions of OH formation additionally increase the gas
temperature.

Despite the progress made in the analysis of FGH, only a
few works suggesting the detailed kinetics of FGH in nSDBD
are available. Two main kinetic schemes validated by
experiments have been developed and used to study the fea-
tures of FGH by different groups [18, 25]. A good agreement
between calculations and experiments confirms that energy
relaxation from the electronic degrees of freedom of excited
species is the heating source at a time scale much less than
that of VT relaxation, or VV exchange. Two key parameters

can be defined to characterize FGH in nanosecond pulsed
discharge, the fractional power of each process related to total
FGH power ηproc and the fractional power of FGH related to
total electron power ηtotal. The first parameter, ηproc, was used
to evaluate the contribution of each process to FGH. Refer-
ence [18] concluded that for the E/N ranging from
150–900 Td, FGH in air results mainly from the dissociation
of nitrogen and oxygen molecules, quenching of the elec-
tronically excited states of nitrogen molecules and excited
atoms O(1D) and reactions of electron–ion and ion–ion
recombination. The fraction of energy released through dif-
ferent channels is a function of the reduced electric field. The
contribution of different processes to FGH was calculated in
[18] for air at pressure 760Torr. At fields E/
N�200–300 Td the dominant processes are quenching of
N2(C

3Πu) and N2(B
3Πg) states by molecular oxygen and

quenching of O(1D) atoms, with a total contribution of more
than 70%. At high reduced electric fields ionization becomes
sufficient, and the heating due to charged particles becomes
dominant. The second parameter, ηtotal, is more practical for
applications as it can be directly used to estimate FGH on the
basis of measured or calculated deposited energy. At high
electric fields, there is discussion on the value of ηtotal. The
authors of [25] concluded that ηtotal increases with E/N, and
can reach 50%–60% at E/N�1000 Td. In [18] ηtotal does not
exceed 30% ±3. The difference is caused by different treat-
ment of energy release from electron–ion recombination
reactions.

The aim of this work is to study the FGH produced by
nSDBD by numerical simulation with the support of exper-
imental facts. With a set of detailed kinetics, the fractional
contribution from the main processes to total FGH energy
release is analyzed for the discharge of both polarities. The
temperature distribution and evolution near the electrode edge
and in the streamer channel and the main processes respon-
sible for FGH are discussed.

2. Model description

This paper is a continuation of a previous study [26], which
focused on the detailed structure and dynamics of nSDBD.
The experimental conditions are similar, and the numerical
code developed in [26] is used. In this section, the kinetics
scheme concerning FGH, and the use of local field approx-
imation (LFA) for FGH calculation are discussed in detail.

2.1. Governing equations

A general scheme of the experimental geometry and applied
voltage pulses are given in figures 1(a) and (b). Two elec-
trodes (orange) with thicknesses of 50 μm are separated by a
PVC dielectric layer with a thickness of 0.3mm and dielectric
permittivity equal to 4. The voltage pulses of 24kV of both
polarities, 2ns the rise time, and 20ns full width at half
maximum (FWHM), were applied to the high-voltage elec-
trode. The details of the experimental setup can be found
in [26].
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The parallel code, PASSKEy (PArallel Streamer Solver
with KinEtics), is used in this work. The numerical approa-
ches, with respect to the code validation on two benchmarks
cases and comparison with experiments, are presented in
detail in [26]. The first moment of the Boltzmann equation for
the charged species is described by the PASSKEy code
assuming that neutral species do not move in the time scale of
nanoseconds:

G¶
¶

-  = + = ¼· ( )n

t
S S i N, 1, 2, , 1i

i
i ph total

mG =  + F = ¼( ∣ ∣) ( )D n q q n i N, 1, 2, , , 2i i i i i i i charge

where Φ is the electrical potential, and n q,i i, and Si are the
number density, charge, and source function for species i,
respectively. The source function Si includes gain and loss
terms due to gas phase reactions, and Sph is the photo-
ionization source term for electrons and oxygen ions. Di and
μi Ntotal are the diffusion coefficient and mobility of charged
species, respectively. In the code,  =· j 0 for neutral spe-
cies is postulated. Ncharge and Nneutral are the number density
of the total species, charged species, and neutral species,
respectively. The chemical source term S is calculated with
detailed kinetics.

The photoionization model [27] describing the ionization
of oxygen molecules by vacuum ultraviolet (VUV) radiation
coming from electronically excited N2 in Pb b,u

1 ’ S+ c,u
1 ’ S+

u4
1

states is considered. The model is based on the assumption
that the major contribution to the rate of photoionization
comes from the radiation in the spectral range 98–102.5 nm;
the radiation below 98nm is absorbed by molecular nitrogen,
and the wavelength of 102.5nm is the photoionization
threshold of O2. The photoionization source term Sph is cal-
culated by introducing three terms Helmholtz equations
[28, 29]:
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where α is the Townsend ionization coefficient, μE is the
absolute drift velocity of electrons, p is the ambient pressure,

pq is the quenching pressure of PC ,u
3 and pO2 is the partial

pressure of O2. λj and Aj are the fitting coefficients for the
photoionization functions obtained in experiments and taken
from [28]. The quenching pressure is expressed as

t=p T kkq q0 , where k is the Boltzmann constant, T is the
gas temperature, and τ0 and kq are the radiative lifetime of the
transition and the rate constant of collisional quenching,
respectively.

Poisson’s equation is solved without taking into account
the current in the material:
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where ρ is the charge density satisfying continuity equations
for charges on surfaces:
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Finally, the system of equations is added with the Euler
equations:
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where ρ is the total density of air, u and v are the velocities in
two dimensions, and e is the specific total energy. The reac-
tive Euler equations are closed by the equation of state:

g r= -( ) ( )p i1 , 10

where = - +( )i e u v 22 2 is the specific internal energy.
The energy, released in FGH and calculated from kinetics

equations in the plasma code is used as the source term in
equation (9). The calculated density, pressure, and temper-
ature from the Euler equations are further used for E/N
calculation, Helmholtz equations, and kinetics.

Figure 1. General scheme of the experimental geometry (a) and applied voltage pulses in both polarities (b).
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2.2. Kinetics scheme

In the present work the kinetics scheme from [30] to model
streamer propagation, the kinetics of [18] to describe the
FGH, and the kinetics of [31] are combined. The following
neutral, charged, and excited species are taken into account: e,
N2, S+( )N A u2

3 , P( )N B g2
3 , P( )N C u2

3 , +N2 ,
+N4 , O2, O, O(

1D),
+O2 ,

+O4 , O
−, -O2 , and

+O N2 2. The scheme includes 15 species
and 34 reactions. Detailed reactions and corresponding rates
are given in table 1. This scheme has been successfully used
in [26].

The value of energy released in the electron–ion
recombination reaction (R21) is different in different existing
sources. In [25] this value is 11.66eV assuming
+  ++e O O O4 2 2. In [18] the value is taken as 4.6eV,

considering that the binding energy of the + ·O O2 2 ion is
relatively small (0.42 eV) so the electron–ion recombination

of the + ·O O2 2 ion proceeds similarly to that of the +O2 ion. In
this work the value given in [18] is used in the analysis of the
results. A possible influence of this difference is discussed in
section 3.1.

It is also important to note that the gas heating related
with ions can also be accounted for from ion current JiE
(especially for the cathode region as ion transport in this
region is significant, the heating caused by ion current is even
greater than the FGH caused by electrons). To be consistent
with the method used in this work, the gas heating for the
cathode region is calculated based on the kinetics scheme
proposed in table 1, thus the calculated temperature will be
underestimated inside the cathode region.

Table 1. Kinetics scheme for nSDBD considering FGH.

No. Reaction Rate constanta Ref.

R1 +  + + +e N e e N2 2 s( )f E N, [32]
R2 +  + + +e O e e O2 2 f (σ, E/N) [33]
R3 +  + S( )e N e N A2 2

3
u f (σ, E/N) [32]

R4 +  + P( )e N e N B2 2
3

g f (σ, E/N) [32]
R5 +  + P( )e N e N C2 2

3
u f (σ, E/N) [32]

R6 +  + +e O e O O2 + 0.8 eV f (σ, E/N) [18, 33]
R7 +  + + ( )e O e O O D2

1 + 1.26 eV f (σ, E/N) [18, 33]
R8 + +  ++ +N N M N M2 2 4 +1.057 eV 5·10−29 [18, 30]
R9 +  + ++ +N O O N N4 2 2 2 2 + 2.453 eV -·2.5 10 10 [18, 30]
R10 +  ++ +N O O N2 2 2 2 + 3.51 eV 6·10−11 [18, 30]
R11 + +  ++ +O N N O N N2 2 2 2 2 2 9·10−31 [30]
R12 +  + ++ +O N N O N N2 2 2 2 2 2 4.3·10−10 [30]
R13 +  ++ +O N O O N2 2 2 4 2 10−9 [30]
R14 + +  ++ +O O M O M2 2 4 + 0.425 eV 2.4·10−30 [18, 30]
R15 + +  +-e O O O O2 2 2 2

-· ( )T2 10 300 e
29 [30]

R16 +  +-e O O O2 f (σ, E/N) [33]
R17 +  +-O O e O2 1.4·10−10 [31]
R18 +  + +-O O e O O2 2

-·1.5 10 10 [31]
R19 +  + P+ ( )e N N N C4 2 2

3
u + 3.49 eV -· ( )T2.3 10 300 e

6 0.53 [31]
R20 +  ++e N N N2 + 2.25 eV -· ( )T1.8 10 300 e

7 0.39 [31]
R21 +  + ++e O O O O4 2 + 4.6 eV -· ( )T1.4 10 300 e

6 0.50 [18, 30]
R22 +  ++e O O O2 + 5.0 eV -· ( )T2.0 10 300 e

7 [18, 30]
R23 +  + +- +O O O O O2 4 2 2 2 + 6.5 eV 10−7 [30]
R24 + +  + + +- +O O M O O O M2 4 2 2 2 + 6.5 eV 2·10−25 [30]
R25 + +  + +- +O O M O O M2 2 2 2 + 7.0 eV 2·10−25 [30]
R26 +  + +- +O N O N N2 + 2.25 eV -· ( )T2.0 10 3007

gas
0.50 [34]

R27 P +  P +( ) ( )N C N N B , v N2
3

u 2 2
3

g 2
-·1.0 10 11 [18]

R28 P +  + +( ) ( )N C O N O O D2
3

u 2 2
1 +4.83 eV 3.0·10−10 [18]

R29 nP  +( ) hN C N2
3

u 2 2.45·107 [30]
R30 P +  + +( )N B O N O O2

3
g 2 2 + 2.35 eV -·3.0 10 10 [18]

R31 P +  S +( ) ( ) ( )N B N N A N v2
3

g 2 2
3

u 2
-·1.0 10 11 [18]

R32 S +  + +( )N A O N O O2
3

u 2 2 + 1.0 eV -· ( )T2.5 10 30012
gas

0.50 [18]
R33 +  +( )O D O O O1

2 2 + 0.33 eV -· ( )T3.3 10 exp 6711
gas [18]

R34 +  +( )O D N O N1
2 2 + 1.37 eV -· ( )T1.8 10 exp 10711

gas [18]

a

Rate constants are given in s−1, cm ·3 s−1, and cm6· s−1. Electron temperature Te is taken as a function of E/N
based on BOLSIG+ with cross sections indicated in the table, units in K. Gas temperature Tgas is calculated
from fluid module in PASSKEy, units in K. The energy release in each reaction is from the work of [18].
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2.3. The use of LFA

The electron transport coefficients and rate coefficients are
obtained by solving the Boltzmann equation for the electron
energy distribution function (EEDF) using the two-term
approximation [35]. Once the electron temperature is known,
the collision frequency and reaction rate coefficients are
determined by interpolating from a Boltzmann-derived
lookup table using electron temperature based on local mean
energy approximation (LMEA), or electric field based
on LFA.

The PASSKEy code used in [26] is based on LFA,
meaning that local equilibrium of electrons is achieved
instantaneously in response to the electric field. All the
transport coefficients and source terms are explicit functions
of the norm of the local reduced electric field E/N. This is the
case when the time scales of variations of the electric field and
electron density are longer than the time scale of energy
relaxation. It must be noted that LFA is not always valid for
surface streamers due to the nonlocal effect in the high field
regions. The lost of accuracy of LFA in streamer modeling
can appear in two regions, the ionization head and streamer
bottom above the dielectric surface.

In the ionization head, LFA may lead to underestimation
of ionizations. The effects of nonlocality on positive strea-
mers in air at atmospheric pressure were studied in [36],
where the corrections for the electron source term rates were
calculated in the LFA following the work in [37]. Deviations
from the LFA were studied for negative streamers in nitrogen
at atmospheric pressure [38] by means of a comparison
between 1D fluid and particle models. By taking into account
the nonlocal effects, all of these authors found an increase in
the ionization in the streamer head, a resulting increase of the
electric field and a small increase of the streamer velocity.
The discrepancies given by LFA discussed above are far
smaller than an order of magnitude. For example, [38] reports
a relative difference between the fluid and the particle models
of 10%–20% in the ionization level behind the streamer front
for homogeneous applied electric fields of 50 and
100 kV cm−1, respectively. For practical accuracy, one can
obtain the main streamer characteristics by a fluid model [36].
Furthermore, recently in [39] a PIC code was used to solve
the Boltzmann equation and a Monte Carlo simulation was
used to simulate collisions, in the framework of streamer
simulations in the Earth’s atmosphere as applicable to sprite
discharges. These authors found an excellent agreement with
the results obtained by a fluid model in [40] both for positive
and negative streamers.

In the near-wall region where plasma is close to the di-
electric surface, LFA may lead to overestimation of ioniza-
tions. As mentioned in [41], the electrons could move against
the E-field force due to the strong diffusion associated with
the high concentration gradient and enter into the region of a
strong E-field. In this region, the predicted ionization source
is high and the electron-ion density increases dramatically.
The real ionization source cannot be very high, because the
electrons lose their energy moving against the E-field force
and cannot ionize gas molecules very effectively. Reference

[41] used a corrected ionization electron source to overcome
this problem.

The aim of this work is to study the energy release in the
main channel of the discharge, but not the very thin region
between the streamer body and dielectric. To have a quanti-
tative view on the use of LFA, we made a simple estimation
based on the effect of ‘electron cooling by field’. Assuming
there is a sheath region where the electron density ne drops
from nemax to 0 on the length Lsheath, and the diffusion flux is
larger than convection within this region:

m > ( )D n n E. 11e e e

Let neavg be the average electron density within the sheath,
assuming the Einstein relationship De=μTe, then the above
equation can be simplified as:

m m>  < ( )T
n

L
E n L

T

E

n

n
, , 12es

e
s e

es

s

e

e

max

sheath
avg sheath

max

avg

where Tes and Es are the electron temperature and electric
field in the sheath region. If one considers =n n2e emax avg,
then the length of <L T E2 es ssheath can be considered as the
limit length, below which the behavior of the plasma cannot
be resolved by LFA. One can make an estimation of the
criteria length Lsheath with BOLSIG+. For a comparative
view, we take another example, simulation of nanosecond
capillary discharge (nCD) at the pressure of 27.5mbar as
described in [42]. The lower pressure of nCD results in a
larger Debye length and Lsheath. Figure 2 shows the grid size
used in the simulation of nCD and nSDBD with the value of
Lsheath for each case.

As has been shown in figure 2, the characteristic length
of the sheath defined by equation (11) for nCD and nSDBD is
quite different due to the difference in operating pressure. The
grid size used in nCD simulation is 10–30 μm, smaller than
the characteristic length, meaning that LFA is not applicable
for nCD in this work. In contrast, the grid size chosen for
nSDBD is larger than the characteristic length, indicating that

Figure 2. The characteristic length of region with the possibility of
‘electron cooling by field’ in nCD and nSDBD modeling. If the mesh
grid size is smaller than the line of Lsheath, LMEA is the best choice
for a fluid model of plasma.
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the plasma-dielectric sheath region is rather small in nSDBD
in atmospheric pressure (or higher). In this work this extre-
mely small region will not be focused upon nor resolved, so
that LFA could satisfy the demand of modeling nSDBD with
relatively lower computational cost.

Although the LMEA approach is ideally more accurate, it
may introduce other problems in the case of the present work:
(1) the original numerical scheme for electron flux has not
been validated for electron energy flux calculation. Currently,
the authors failed to find a very well-defined benchmark case
based on LMEA. (2) The electron impact excitation processes
considered in the present work are mainly the processes
participating in the FGH. The loss of electron energy in
excited O2 and in other N2 excited species were not taken into
consideration, which will lead to overestimation of electron
energy and discharge propagation speed. We have conducted
a test case by implementing LMEA in the modeling of
nSDBD, with the kinetics scheme presented in table 1. As can
be seen in figure 3, a comparison between LFA and LMEA
shows that there do exist overestimation of the speed of
streamer propagation for the case of LMEA, but the differ-
ence is small. To be consistent with the previous study [26]
and to avoid the issue of validations for LMEA, the authors
continue to use the LFA approach for following 2D FGH
analysis.

3. Results and discussion

3.1. Dominating reactions contributing to FGH in nSDBD

Paper [18] analyzing the FGH of nanosecond discharges in
the range of the reduced electric fields from 150–900 Td
classifies the main processes as: (i) quenching of the

P( )N C u2
3 states by oxygen; (ii) quenching of the P( )N B g2

3

states by oxygen; (iii) reactions involving charged particles;
(iv) dissociation of N2 molecules by electron impact followed
by quenching of ( )N D2 atoms; (v) quenching of excited
O(1D) atoms by nitrogen; (vi) dissociation of O2 molecules by

electron impact; and (vii) quenching of the excited molecules
S+( )N A u2

3 and ¢ S-( )N a u2
1 by oxygen.

Recent publications regarding nSDBD [26, 43, 44] have
reported a complex structure of the electric field in the surface
streamer, with high fields near the surface, near the electrode,
and in the streamer head, and with relatively low fields in the
streamer channel. Our calculations show a similar structure of
the electric field. Figure 4 presents the electron density and
the electric field in the streamer channel averaged along the
horizontal line 25 μm above the dielectric surface, and the
average is conducted dynamically with the extension of the
channel. In the streamer channel, the electron density is one
order of magnitude higher in the positive surface streamer
than the negative one; on the contrary, the average E/N in
negative surface streamer is about 50 Td higher. For both
cases, E/N is in the range of 50–150 Td when the channel
forms. According to [18], the fields in this range correspond
to the (i), (ii), (v), and (vi) processes for FGH, while for the
higher field region such as the ionization head and cathode
region, processes (iii) and (iv) should be more important.

The contribution of individual processes changing in
time and space was calculated by the PASSKEy code using
the kinetics scheme presented in table 1. The main processes
responsible for FGH in nSDBD can be summarized as:

P +  + + +( ) ( ) ( ) ( )N C O N O 3P O D 4.83 eV 132
3

u 2 2
1

P +  + + +( ) ( ) ( ) ( )N B O N O 3P O 3P 2.23 eV 142
3

g 2 2

+  + + ++ + ( )N O O N N 2.45 eV 154 2 2 2 2

+  + +( ) ( ) ( )O D N O 3P N 1.37 eV 161
2 2

+  + + +( ) ( )e O e O O D 1.00 eV. 172
1

Figure 3. Calculation of electron density of an nSDBD at positive polarity with the implementation of (a) LFA and (b) local mean electron
energy approximation, units are in m−3. Local mean electron energy approximation tends to overestimate the electron temperature if the
kinetics scheme is not complete.
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The reactions mentioned above agree well with the
conclusions given in [18]. To further distinguish the con-
tributing reactions to FGH in spatial scale, we plot the
contribution from the reactions mentioned above in
figures 5(a) and (b) for both polarities. The fraction of energy
in each frame is plotted as a fraction of the total energy
density spent for the FGH at this point of space. The total
energy density is plotted together with the fractions of ener-
gies in the bottom of each of the sub-figures. To get the
absolute value of heat released in space for each reaction, one
should multiply the fraction of energy by the total energy
density at each point of space.

The spatial distribution of the released energy shares
several features in common for both polarities: (1) energy
release from quenching reactions 13 and 14 are dominant in
the streamer channel; (2) the contribution of reactions of
charged species (15) is extremely small for both cases; (3)
total energy density is higher near the electrode and decreases
with the distance from the high-voltage electrode for both
polarities.

Despite the similarities, the difference in the spatial dis-
tribution of the energy release for negative and positive
polarity nSDBD is significant. The detailed contribution from
the reactions concerning FGH is plotted in figures 6(a) and
(b), together with total deposited FGH energy. The fractional
contribution of each reaction is taken along a single line
probing 25 μm above the dielectric. The following has been
found:

(1) There is higher energy density near the high-voltage
electrode. FGH energy density is similar for both
polarities near the electrode, but the positive streamer
stretches longer and produces the heat in a larger region
with lower energy density in the channel—this property
can be interesting when the chemical activity of the
mixture should be increased without significant hydro-
dynamic effects, or a large region of gas heating is
required. At negative polarity, there is observed a
localized region with high energy density near the
electrode—this property can be optimal for generation

of weak shock waves from the edge of the electrode, or
generation of high temperature spot;

(2) The fractional contribution of individual kinetics is
different. In the streamer channel, at negative polarity,
the energy fraction is rather uniform across the channel:
quenching reactions contribute up to 75% of the energy
release, dissociation of O2 molecules contributes 20%,
and other reactions involving charged species contri-
bute the rest (<5%). For a positive polarity nSDBD, the
constitution of energy release changes: at the near

Figure 4. The calculated average electric field and electron density in
the channel of nSDBD. The values are averaged along the horizontal
line 25 μm above the dielectric surface for every time moment.

Figure 5. The spatial distribution of the fraction of energy from five
main reactions contributing to FGH for (a) negative polarity and (b)
positive polarity. For each group the last figure gives the distribution
of absolute energy density (in unit J/m3) released in the gas. Fraction
of energy from the main reactions is given as a fraction of the total
energy density spent for the FGH at each point of space.
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electrode region (X<5 mm) quenching and O2 dis-
sociation still dominates as in negative polarity, but in
the streamer channel far from the high-voltage elec-
trode, the fraction of energy release from reactions of
charged species increases from 5%–35%. This change
in energy fraction in positive nSDBD is due to the fact
that in positive polarity streamer the field in the channel
is high near the electrode but low near the ionization
head. As the ionization head propagates further away,
the field behind the ionization head becomes rather low,
resulting in the decrease of excited species production
and increase of electron–ion recombination reaction
rates, leading to the increase in the fraction of charged
species reactions to the total FGH energy fraction.

(3) At the end of section 2.2, the different approach to heat
release in electron–ion recombination reactions was
mentioned. It seems that this difference will not bring
significant changes to the nSDBD studied in this work,
as the electric field is small in the discharge channel.
For the negative polarity discharge, the fractional
contribution to FGH energy from reactions relating to
charged species is smaller than 2%, even with the value
used in [25]; so a small increase in FGH is almost
invisible in the simulation and cannot be detected in
experiments. For a positive polarity, although the
fractional contribution of (R21) increases dramatically
in the region far from the high-voltage electrode, the

total FGH energy drops by an order of magnitude with
the distance. With the rate and energy release used in
[25], it is possible to obtain slightly stronger pressure
perturbation in the model, but this effect will hardly be
seen or validated in the experiments.

It must be noted that in this work a single voltage pulse
of 24 kV amplitude was used. The incident and reflected
pulses are specifically separated to ensure that there is only
one pulse for each measurement; no additional pulses were
reflected from the high-voltage generator. In a practical
situation, the voltage amplitude can be different and a series
of secondary reflections can be observed due to the mis-
matching of the cable and the generator. The voltage ampl-
itude mainly affects the propagation velocity of the ionization
head and the length of the streamer channel. However, once
the channel forms, the electric field within the channel is more
or less the same. Thus, the mechanisms of the FGH will not
change much, and the conclusions mentioned above still
work. Once the voltage waveform changes, the discharge
dynamics and morphology changes, and the spatial contrib-
ution of FGH energy may change. In that case one has to use
the measured voltage waveform and the key reactions sug-
gested above to conduct a case-specific study.

The calculated total FGH energy deposition shown in
figures 5 and 6, provides us an opportunity to make a com-
parison with the existing models. In [45] and [46], an ana-
lytical model to calculate the total energy density along the
plasma channel was proposed assuming the potential inside a
streamer body drops almost linearly with distance from the
electrode edge. The total energy density is given by
equation (18) [46]:

e
p

» - -
⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟ ( )W

V

dh

V

V

x

l4
1 1 , 18

d s
total

0
2

th
2

0
2

where ε is the relative permitivity, V0 is the peak voltage, d is
the thickness of dielectric thickness, hd is the thickness of the
plasma channel, Vth is the threshold for discharge burning
potential of the streamer head, and ls is the length of the
streamer. This equation provides the total energy deposited to
the electrons, and was successfully used in nSDBD cases with
lower voltage (14 kV) and short streamers (5 mm for both
polarities). In this work,
e = = = = =V d V l4, 24 kV, 0.45 mm, 3 kV, 10 mms0 th

for negative polarity and 20 mm for positive polarity. The
value of hd is not easy to define, as the heating channel,
visible channel, and plasma channel are quite different in size.
According to the total energy density distribution shown in
figure 5, the energy deposition is mainly concentrated in the
thin layer of thickness 0.01 mm, with the order of 105 J m−3.
Thus, We selected 0.01 mm as an approximation for
equation (18).

To compare with the analytical results, we plotted toge-
ther in figure 7 the calculated total and FGH energy density
averaged within the 0–50 μm range above the dielectric. The
fractional ratio ηtotal was evaluated by fitting
h Wtotal total, calculated with WFGH, calculated. For both polarities, the
analytical and calculated total energy density are on the same

Figure 6. Energy density for FGH and the fraction of energy from
main reactions contributing to FGH for (a) negative polarity and (b)
positive polarity along the line probe 25 μm above the dielectric.
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order of magnitude. The analytical model tends to under-
estimate the energy near the electrode, because the analytical
model assumes that energy is released within a rectangular
region, while in reality the spatial distribution is triangular.
Nevertheless, the analytical model provides a quick insight
into the energy distribution with an acceptable error.

It is also interesting to find that for negative polarity, the
FGH energy and total energy deposition is proportional in the
channel, ηtotal=12%. Near the electrode, the existence of a
cathode sheath and high electric field lead to the highest ηtotal,
about 30%. For positive polarity, the ratio between FGH and
total energy deposition is not constant, and ranges from 8% in
the channel to 25%–30% near the electrode.

3.2. Temperature rise in the channel and near the cathode

The direct consequence of the FGH is the rise of the temp-
erature in the discharge region. The calculated distribution of
temperature for the time period from 10ns in the discharge to
10 000ns in the afterglow is presented in figure 8(a) for
negative polarity and (b) for positive polarity.

To quantify the difference, we probe the temporal
temperature evolution near the electrode and in the channel in
figure 9, by selecting two points at 25 μm above the dielectric,
and 10 μm and 1 mm away from the high-voltage electrode,
respectively. For both polarities, a heated channel is observed
above the dielectric layer. Near the electrode, the presence of
the high field region at negative polarity leads to intensive
heating and temperature rise (to 1400 K), while for positive
polarity a maximum temperature of 500K is observed at the
edge of electrode. In the channel, the temperature rise at
positive polarity is higher (to 500 K) than the temperature rise
at negative polarity (to 400 K). It must be noted that in this
work the energy release from vibrational relaxation which is
significant in the time scale of μs is not calculated, thus the
temperature at 10 000ns should be underestimated. The
temperature at the cathode region is also underestimated due
to the neglect of ion current, as has been mentioned in
section 2.2.

A temperature rise of about 40 K in the channel (1 mm
away from the high-voltage electrode) during the first 10 ns
can be observed in the sub-figure in figure 9. This is in good
agreement with the results of the experimental observation of
[47], where the experimental measurements of the temper-
ature of nSDBD using the same voltage waveform but with
40–50 kV amplitude resulted in the temperature rise of 30–70
K during the first 10 ns.

The generation and propagation of compression waves in
nanosecond SDBDs is one of the most typical nSDBD phe-
nomena observed both in experiments and simulations [6,
48–50]. A recent study of hydrodynamic responses of
nSDBD [26] has revealed that in the formation stage of
compressive waves, for both polarities, a strong perturbation
of pressure is observed along the dielectric surface (‘wave 1’
hereinafter) and at the edge of the exposed electrode due to
fast and local heat release in chemical reactions (‘wave 2’).
The waves propagate with approximately constant slightly
supersonic velocity at t<2–2.5 μs and then slow down.

For negative polarity nSDBD, waves1 and 2 are well
distinguished; for positive polarity, wave1 is more uniformly
distributed above the dielectric. An interesting fact is that for
negative polarity, increased energy release in the near-cathode
region is clearly seen (‘wave 3’). Numerical simulation makes
it possible to analyze the formation of waves 1, 2, and 3
relative to the FGH. A probe at the starting point of each wave
(marked with the black points in figure 8) results in figure 10,
in which the source reactions and their contributions to the
formation of each wave are plotted and compared.

Figure 10(a) demonstrates the fractional contribution for
each wave at negative polarity. The results show that different
appearances of wave3 and waves1 and 2 correlate with the
quenching of N2(C

3Πu) level: at negative polarity, N2(C
3Πu)

is produced in the thin layer over the high-voltage electrode;
as a result, the flat wave3 starts from the electrode. Another
important issue is that the FGH in both the streamer channel
and the near-cathode region is caused mainly by quenching of
excited nitrogen molecules rather than by reactions related to
charged species. Figure 10(b) provides a direct comparison
between the pressure waves generated at negative and

Figure 7. Comparison of the density of the deposited FGH energy
and analytical results from [46]. (a) negative polarity and (b) positive
polarity along the line probe 25 μm above the dielectric. The
analytical energy density calculated from [46] was multiplied by the
fractional ratio, ηtotal, see the details in the text.
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Figure 8. The evolution of the calculated temperature distributions (in K) from 10–10 000 ns for (a) negative polarity and (b) positive polarity
discharge.
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positive polarities: despite the different morphologies and
electric fields for different polarities, the contribution to FGH
energy from individual reactions is rather similar.

Taking into account that there exist a few numerical
studies of FGH in nanosecond pulsed discharges at different

geometries, it is interesting to compare them with the present
results. Two typical studies are selected for this comparison: a
pin-to-plane discharge case [23, 24] and a pin-to-pin dis-
charge [20]. In both cases, the detailed voltage-current char-
acteristics, the total energy deposition, the fraction ratio of the
FGH energy to the total deposited energy, and the spatial-
temporal temperature evolution are presented and discussed.
Direct comparisons of FGH parameters for pin-to-plane dis-
charge, pin-to-pin discharge, and nSDBD under both pola-
rities are listed in table 2.

In table 2, Umax, FWHM, voltage rising rate, Tmax, and
Tchannel are taken from original papers directly. The heating
volumes Vheat are calculated according to the heated region
(ΔT>50K ), Wtotal is calculated based on the voltage-current
profiles of each case (if available). ηtotal is calculated for each
case. For the pin-plane case, WFGH was calculated from
existing figures (total gas heating energy minus energy stored
in vibrational states of N2) in [24], thus ηtotal=WFGH/Wtotal.
For the pin-pin case, the detailed kinetics were not included,
so FGH energy was directly calculated through assumed ηtotal
according to [18, 25]. For the nSDBD cases, ηtotal has been
discussed based on figure 7.

It is shown in table 2 that the applied voltage varies. The
pin-to-plane case was conducted in a 13 mm gap. It has the
same peak voltage as the nSDBD case, but much longer
FWHM and slower rising time, resulting in low Wtotal and
WFGH. The pin-to-pin case with Tbase=1000 K, in contrast,
is conducted by a shorter and lower voltage within a 2.5 mm
gap. The discharge enters into the spark stage, resulting in the
highest Wtotal, and the high field in the spark stage makes ηtotal
possible to be the highest among all three cases. nSDBD heats
the largest region, and it increases the gas temperature to
almost the same magnitude in comparison with other cases at
Tbase=300 K.

Conclusions can be drawn from table 2 and the above
discussion that SDBD driven by a nanosecond voltage pulse
with short rising time can achieve a comparable temperature
increase with pin-plane and pin-pin discharges through FGH.
Also we have to be aware that the ΔTmax=1100 K obtained
for nSDBD is available only in a thin sheath region (about
0.01 mm within an high-voltage electrode), whereas the
maximum temperature increase in the pin-plane and pin-pin
cases appears within 0.5mm around the pin electrode.

4. Conclusions

FGH has been analyzed for an nSDBD by a 2D model. The
parallel PASSKEy code validated by measurements con-
ducted at the same experimental conditions [26] as in the
present paper was used. The LFA was used instead of LMEA
to have a minimum set of kinetics solved for 2D modeling.
The main processes contributing to the FGH in nSDBD were
quantitatively analyzed. The fractional contribution of indi-
vidual reactions varies with the distance from the high-volt-
age electrode and polarity. The quenching reactions were
found to be the main source of FGH energy release and the

Figure 9. The temporal evolution of temperature during and after the
discharge for discharges of both polarities. The solid scatter line
indicates the temperature in the vicinity of the high-voltage electrode
(10 μm from the high-voltage electrode), and the empty scatter line
indicates the temperature in the streamer channel (1 mm from the
high-voltage electrode). Red lines and square symbols indicate the
data for positive polarity; blue lines and circles—for negative
polarity. The sub-figure is zoomed for the time period of 0–10 ns.

Figure 10. The constitution of the energy for FGH. (a) the
contribution fraction responsible for the generation of different
compressive waves in negative polarity discharge; (b) the contrib-
ution fraction in wave 1 for both polarities.
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main reason for the generation of hydrodynamic perturbations
at both polarities.

The total and FGH energy density are obtained. The
fraction of energy transferred from total energy to FGH
energy ranges from 8%–30%, depending on polarities and
locations. FGH energy density is higher near the electrode
and decreases with the distance from the high-voltage elec-
trode at both polarities. For both polarities, the FGH energy
density reaches 104–105 J m−3 (that is, 1012–1013Wm−3 in
power density) when the distance from the high-voltage
electrode is smaller than 4mm. With the distance increase,
the FGH energy decreases dramatically at negative polarity.
The heated region at positive polarity is larger with a rela-
tively lower temperature; for negative polarity a stronger
heating can be observed near the electrode due to the higher
field near the cathode.

FGH leads to the temperature rise on a sub-microsecond
scale. For both polarities, the plasma channel heats the air
above the dielectric. Near the electrode edge, the temperature
at negative polarity can be as high as 1400K near the cathode
region, while for positive polarity the maximum temperature
is about 500K. In the streamer channel, temperature rise at
positive polarity is 100–200K higher than that at negative
polarity. Compared with nanosecond pin-to-pin and pin-to-
plate discharges, nSDBD can affect a larger region and
achieve a comparable temperature increase through FGH.
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