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Abstract
A diffusive ionization wave can be generated by an ultrafast high voltage far exceeding the
inception threshold, and is featured by its unique and repetitive conical morphology. A
combinative experimental and numerical study of the diffusive ionization waves is conducted in
this work to investigate the role of photoionization in different N2/O2 mixtures with oxygen
concentrations of 20%, 2%, 0.2%, 1 ppm, and pure nitrogen. In all gas mixtures, the ionization
wave first forms a spherical shape after its inception then a conical when it approaches the plane
electrode. Compared with typical filamentary streamers and inception cloud generated by low
overvoltage, photoionization in a diffusive ionization wave takes effects mainly before the
formation of the spherical ionization wave, and affects slightly the propagation velocity,
discharge morphology, and the width (diameter) of the ionization wave. When the pin-to-plane
electrode gap distance is kept 16 mm, in the atmospheric pressure simulation with an 85 kV
voltage pulse, the maximum ionization width decreases from 11.4 mm in the 20% mixture to
9.1 mm in pure nitrogen. In the 200 mbar pressure experiment with a 16 kV voltage pulse, the
maximum ionization width decreases from 12.5 mm in the 20% mixture to 11.6 mm in pure
nitrogen. E in the inception cloud diameter estimation function (D = 2 U E−1) is modified to
estimate the width of the ionization wave during its spherical propagation stage. It is shown that
the estimation results at 180–205 kV cm−1 are in good agreement with the simulation results at
atmospheric pressure air.
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(Some figures may appear in colour only in the online journal)

1. Introduction

The positive diffusive ionization wave, also referred to as the
diffuse streamer or spherical streamer [1, 2], is commonly
generated in a short pin-to-plane gap under a nanosecond
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pulse with extreme overvoltage. It is an important way to pro-
duce high-energy active species in a large volume, thus it has
great potential in the application of plasma-assisted combus-
tion and pollution control. Unlike filamentary streamers gen-
erated under low overvoltage, diffusive ionization wave has
less randomness and better discharge repeatability during its
propagation, and is difficult to branch at atmospheric pres-
sure, which has been studied through several experiments and
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numerical models. Among the limited number of numerical
models, the fluid model has been proven a valid method for
modeling this kind of discharge by achieving good agreement
with experiments in ionization wave velocity, width, and elec-
tric field evolution.

Many fluid models are aimed at comparison with experi-
ments. Babaeva and Naidis used an local field approximation
(LFA) fluid model to prove that with a higher initial charged
species density [3], ionization wave starts to propagate earlier
and move with lower velocities, and they explained the polar-
ity effects observed in previous experiments [4, 5]. In addition,
they studied the influence of the voltage rise time on the ion-
ization wave characteristics and concluded that the propaga-
tion velocity increases with a shorter rise time of the pulsed
voltage [6]. Marode et al used an LFA fluid model to com-
pare the electron and electric field distributions between 50 kV
and 10 kV under the same voltage rise rate, and discussed the
generation of runaway electrons (RAEs) during the positive
diffusive ionization wave [7]. They concluded that although
there may be some RAEs created in the initial stage of the
positive discharge, the fluid model is able to describe the dis-
charge process within a certain error range. Tardiveau et al also
conducted a simulation with a 50 kV amplitude nanosecond
pulse and achieved good agreement with their experiment res-
ults in discharge morphology, yet the simulated ionization
wave propagation velocity is slower [8]. Later, the maximum
reduced electric field (E/N, hereinafter) and ionization wave
velocity obtained in simulation by Brisset et al agree with their
spectral measurement results under an 85 kV pulse [9]. Zhu
et al conducted a direct comparison between the experiments
of Chng et al [10, 11] and a local mean energy approxima-
tion (LMEA) and an LFA fluid model by using electrodes and
applied voltage exactly consistent with those in the experiment
[12]. The simulation results not only fit the E-FISH measure-
ment results of the atmospheric diffusive ionization wave in
the electric field but also fit the discharge morphology and ion-
ization wave propagation velocity, and showed that the LMEA
results fit the electric field evolution measured in the experi-
ment better. Later, Bourdon et al disscussed the E-FISHmeas-
urement accuracy in diffusive ionization wave combined with
the same 2D axisymmetric LFA model in [13], and they poin-
ted out that the E-FISH measurement accuracy is poorer at the
intermediate phase when the measurement point is immedi-
ately behind the ionization wave front [14].

For it is easier to adjust the parameters (e.g. voltage sig-
nals, geometry, and gas components) in the simulation, several
researchers also used the fluid model to study the influence of
applied voltage and geometry parameters on the diffusive ion-
ization wave. Komuro et al explored the effect of the voltage
rise rate on the streamer characteristics [15]. Their results
show that the streamer characteristics including velocity, elec-
tric field strength, and diameter depend on the average applied
voltage (defined by the time between the streamer incep-
tion and arrival) instead of the voltage rise rate. Their sim-
ulated streamer velocities agree well with their experiments
[16, 17]. Besides, it is worth noting that they also found that

these streamer characteristics are independent of the electrode
curvature. This result is later confirmed by the findings of
Bourdon et al [18]. Bourdon et al revealed the electric field
evolution of the diffusive ionization wave under a 50 kV pulse
with 0.5 ns and 1.5 ns rise time with a LFA fluid model [13]
and verified the correctness of their calculated electric field by
comparing with the experimental research of Brisset et al [9]
and Chng et al [10]. Later they further studied the influence of
electrode geometry on the discharge characteristics with the
same model and revealed that the sharpness of the pin elec-
trode has negligible influence on the discharge characteristics
and that a disc holder at the end of a pin electrode can effect-
ively suppress parasite radial discharges [18].

For bearing the similarity in discharge morphology, the
inception cloud generated by a low overvoltage and the dif-
fusive ionization wave generated by an extreme overvoltage
are regarded as similar phenomena [19, 20]. However, their
differences in characteristics due to different generation con-
ditions still need further investigation. The inception cloud
is a stage between the avalanche and the elongated streamer
[19]. It has already been proved that the oxygen concentra-
tion in N2/O2 mixtures can greatly influence some character-
istics (the morphology, propagation velocity, etc) of an incep-
tion cloud [20–22], indicating that photoionization plays an
important role. The influence of oxygen concentration and
photoionization on the filamentary streamers in N2/O2 mix-
tures was also investigated through simulations and experi-
ments: the simulation work of Pancheshnyi et al [23] focused
on the filamentary streamer characteristics in pure nitrogen
and the 1% oxygen concentration gas mixture. Their results
show that positive streamer propagates faster and its width
is much wider in the case of the 1% mixture in compar-
ison to the case of pure nitrogen when different photoioniz-
ation functions are considered. Later, the experimental [21,
22, 24,25] and computational [26–28] results on the filament-
ary streamers of many other researchers drew similar con-
clusion. As for the diffusive ionization waves, Beloplotov
et al studied the subnanosecond breakdown process in vari-
ous gases (air, nitrogen, methane, hydrogen, argon, neon, and
helium) and found that the discharge morphology remains dif-
fusive in different gases and that the ionization wave propag-
ates at a velocity of several centimeters per nanosecond and
higher [29, 30].

Despite there being some simulation work on the diffusive
ionization wave characteristics, most of them have focused on
the discharge in atmospheric air, and limited works have dis-
cussed it in different gas components [29], especially in N2/O2

mixtures. Besides, due to the strong ionization process dur-
ing its development, the source of seed electrons might change
[7], and whether the role of photoionization is still the same as
that of filamentary streamers remains unclear. To better under-
stand its physical mechanisms, especially the role of photoion-
ization, and the characteristic differences between it and the
classic inception cloud, it is necessary to study the ionization
wave characteristics in different oxygen concentrations N2/O2

mixtures.
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By setting the electrodes and applied voltage of an LMEA
fluid model exactly consistent with those in the experiment,
the discharge morphology, ionization wave propagation velo-
city, electric field, and electron density evolution are stud-
ied by adjusting the oxygen concentration in the gas mix-
tures. The structure of this paper is organized as follows:
model description and parameter settings are introduced in
section 2. The influence of oxygen concentration and pho-
toionization on atmospheric discharge characteristics is dis-
cussed in sections 3.1 and 3.2. An experimental and numer-
ical comparison of diffusive ionization wave characteristics at
200 mbar pressure is conducted in section 3.3. Finally, con-
clusions are given in section 4.

2. Model description

2.1. Coupling equations

The 2D PASSKEy (PArallel Streamer Solver with KinEtics)
code is used in this paper. The code was used in modeling the
nanosecond diffuse discharge at atmospheric pressure and fast
ionization wave discharge under moderate pressure [12], and
achieved good agreement with the experiments of Brisset et al
[9] and Chng et al [10, 11]. Detailed mathematical methods
and model validations can be found in previous publications
[12, 31–33].

As pointed out in a previous study [34], the LFA can cause
some discrepancies in the electric field, electron-ion density,
and streamer velocity with the particle model. Besides, it has
been proved that the LMEA provides more accuracy [35, 36]
and suits the small grid size simulations better at atmospheric
pressures [12]. So in this paper, all the simulations are conduc-
ted with LMEA.

In this model, the drift-diffusion equations for species are
solved as shown in equation (1), Poisson’s equation for the
electric field is solved as shown in equation (2), and to cal-
culate the photoionization source term in N2/O2 mixtures in a
more general way, including pure nitrogen and very low oxy-
gen concentration mixtures, we used the generalized Helm-
holtz equations in equation (3) through replacing the partial
pressure of oxygen molecules pO2 with the total pressure p in
the classical three-exponential Helmholtz model [37].

∂ni
∂t

+∇·Γi = Si+ Sph (1)

∇(ε0εr∇φ) =−
N∑
i=1

qini (2)

Sph =
∑
j

Sjph (3a)

∇2Sjph(
−→r )− (λjp)

2Sjph(
−→r ) =−Ajp2

pq
p+ pq

I(−→r ) (3b)

Ψ0(r)
p

= (pr)
∑
j

Aje
−λjpr (3c)

Ψ0(r)
p

=
1
4π

ω

αeff

´ λmax

λmin
ξλ(µλ/p)exp((−µλ/p)pr)I0λdλ´ λmax

λmin
I0λdλ

(3d)
In equation (1), ni is the density of species, Si is the source

term of species, Sph is the photon ionization source term. In
equation (2), ε0 and εr are the permittivities of vacuum space
and the relative permittivity of air, φ is the electric potential,
qi is the charge for species, and N is the number of charged
species.

In equation (3), λj and Aj are fitting coefficients for pho-
toionization functions, p is the gas pressure, pq is the quench-
ing pressure of the excited molecule, Ψ0(r)/p is the photoion-
ization function that characterizes the photoionization rate.
To calculate the photoionization function, αeff is the effect-
ive Townsend ionization coefficient, ω is the excitation coef-
ficient of emitting states. The scaling factor ω/αeff is taken
0.01 in nitrogen, 0.02 in oxygen, and 1.00 in air, which are
based on Pancheshnyi’s work [38]. ξλ and µλ are the spec-
trally resolved photoionization yield and the absorption coef-
ficient. ξλ is calculated through σionization(λ)/σabsrobtion(λ), and
µλ/p is calculated through σabsrobtion(λ)p/kBT. σionization(λ) and
σabsrobtion(λ) are photo-absorption and photo-ionization cross-
sections at specific wavelengths, which are based on [39]. Iλ0

is the spectral density of ionizing radiation, which is based
on [40, 41]. (λmin, λmax) is the spectral range of the radiation
decided by the threshold ionization energy and the dominating
radiation transitions at higher energy levels.

In this work, the photoionization functions Ψ0/p in dif-
ferent gas mixtures are calculated through the PHOTOPiC
toolbox [12, 42], and the six fitting parameters for the gener-
alized extended three-exponential Helmholtz equation are fit-
ted based on the Nelder–Mead simplex direct search method.
The Ψ0/p calculation comparison with Zheleznyak’s model
[43] and Pancheshnyi’s results [38] are compared. It has to
be noted that Janalizadeh and Pasko [44]. Proposed a gen-
eral framework for photoionization in air theoretically, where
the contributions of each band system of N2 to photoionize
O2 in air are calculated. Their model produces a similar pho-
toionization function to the model of Zheleznyak et al [43].
Figure 1(a) shows the calculated Ψ0/p in air, and the exper-
iment results are extracted from [45]. Figure 1(b) shows the
calculated Ψ0/p in different N2/O2 mixtures, and the experi-
ment results are extracted from [46]. It also shows the Ψ0/p
on ionizing the oxygen and nitrogen molecules in the 1 ppm
mixture (see the solid dark blue line and the solid orange line),
showing that in such low oxygen concentration gas mixtures
ionizing N2 molecules becomes the main process of photoion-
ization, and that the main sources of photons are from the by
dissociative ionization (see equation (4) [38]). The six fitting
λj and Aj coefficients in different gas mixtures are given in
table 1.

N2 + e→ N+(1P0,3P0)+N+ 2e (4a)

N+(1P0,3P0)→ N+(3P)+ 67.1nm (4b)

3



Plasma Sources Sci. Technol. 32 (2023) 025003 Y Guo et al

Figure 1. (a). The comparison between calculated and measured pressure-reduced photoionization function in air. Pancehshnyi’s calculation
result is extracted from [38]. The experiment result is extracted from [45]. (b). The comparison between calculated and measured
pressure-reduced photoionization function in different N2/O2 mixtures. Pancehshnyi’s calculation results are extracted from [38]. The
experiment result is extracted from [46].

Table 1. Fitting parameters in different gas mixtures.

Parameters Pure nitrogen N2 with 1 ppm O2 N2 with 0.2% O2 N2 with 2% O2 N2 with 20% O2

A1 (cm−2 Torr−2) 6.646 × 10−2 1.808 × 10−1 1.220 × 10−4 1.190 × 10−3 1.207 × 10−3

A2 1.3580 4.535 × 10−1 5.039 × 10−7 2.664 × 10−6 1.301 × 10−6

A3 −1.4165 −6.334 × 10−1 1.876 × 10−5 1.634 × 10−4 3.928 × 10−4

λ1 (cm−1 Torr−1) 1.3121 1.4077 1.516 1.452 1.419
λ2 1.5238 1.4480 0.487 × 10−1 0.401 × 10−1 4.093 × 10−2

λ3 1.5097 1.4359 3.637 × 10−1 3.420 × 10−1 4.855 × 10−1

The discharge energy release and gas temperature are cal-
culated by solving Euler equations. The calculated density and
temperature are further used for calculating the reduced elec-
tric field. The detailed coupling methods can be seen in [32].

2.2. Simulation set-up

The boundary conditions, approximations, and application
ranges of this model are detailed described in [12], and will not
be detailed in this paper again. In this model, 15 species and
34 reactions in N2/O2 mixtures are considered [32], in which
the kinetics scheme describing the streamer propagation [47]
and fast gas heating are [48] combined. The detailed reactions
are shown in table A1 in appendix A.

1010 m−3 background electrons and ions are set uniformly
in the computation domain, similar values can be found in
both PIC/MCC model [27] and fluid model [13]. The pin-
to-plane electrode geometry is shown in figure 2(a), which
is the same as the E-FISH experiment in [10]. The curvature
radius of the pin electrode is 50 µm, the radius of the plane
electrode is 50 mm, and the gap distance between them is
16 mm. It is worth noting that there is a ‘disc holder’ at the
end of the pin electrode. Figure 2(b) shows the applied over-
voltage nanosecond pulse which can generate field ten times
the stability field for positive ionization waves in ambient
air. The applied voltage pulse starts from 5 kV at 0 ns, and
reaches the peak at 2.8 ns, with an average voltage rise rate of
28.5 kV ns−1.
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Figure 2. (a). The 50 mm × 50 mm computational domain in the
simulation. Poisson’s equation and Helmholtz equation are solved in
the entire domain. Drift-diffusion equations are solved in the dark
grey domain. Euler equations are solved in the light and dark grey
domain. (b). The applied voltage in the simulation.

3. Results and discussion

3.1. Discharge characteristics in different oxygen
concentration N2/O2 mixtures at atmospheric pressure and
its comparison with the inception cloud

By setting the oxygen concentration as 20%, 2%, 0.2%, 1 ppm,
and completely with no oxygen in the N2/O2 mixtures, the dis-
charge characteristics and the effect of photoionization in dif-
fusive ionization waves are discussed in this section.

Figures 3 and 4 show the discharge propagation process is
similar in different gas mixtures: first propagates in a spher-
ical shape until the ionization wave head is enhanced and
forms a conical shape. Here we take the discharge in the 20%
mixture (see figures 3(a) and (b)) for example to introduce

this process. After the ignition of the discharge, the ioniza-
tion wave propagates with a spherical shape (from t = 1.5 ns
to t = 2.5 ns). At 2.5 ns, the ionization wave head propag-
ates nearly half the gap. E/N of the ionization wave head is
enhanced by the space charge and the plane electrode, then it
accelerates and forms a protrusion at the bottom of the sphere.
Eventually, the ionization wave forms a conical shape at 3.1 ns
and connects to the plane electrode. During its propagation,
the reduced electric field E/N of the ionization wave head first
decreases then starts to increase after 2.5 ns. E/N reaches its
maximum of 1330 Td at the moment before the steamer con-
nects the plane electrode at 3.1 ns. However, this high E/N
value lasted less than 0.2 ns and then decreased to an aver-
age value of about 200 Td due to the formation of the dis-
charge channel. After that, E/N in the channel changes with
the Laplacian field. This whole development process is con-
sidered to be similar to that of the filamentary streamers, the
spherical shape after the discharge ignition bears similarity in
morphology with the inception cloud. After that, the forma-
tion of the protrusion and the conical shape corresponds to
the break of the inception cloud and the elongated filamentary
streamer, which also accelerates when approaching the plane
electrode.

Note that ‘side flares’ (parasite streamers) appeared above
the main ionization body at the position where the radius of
curvature of the electrode changes significantly. Bourdon et al
showed that a ‘disc holder’ at the end of the electrode or a
smoother-shaped electrode can effectively suppress the para-
site streamers in their work [18]. We tested a rod-shaped elec-
trode with a disc holder in our model with the 85 kV amplitude
voltage, though no obvious streamers are observed, the elec-
tron density exceeds 1019 m−3 and E/N exceeds 300 Td near
the cylindrical area of the electrode. Thus in this work, we still
choose to use an electrode shape consistent with the experi-
ment. It is also worth noting that in the experimental work of
Brisset et al [9] and Pechereau et al [49], obvious side flares
were observed.

Figures 3 and 4 also show that with the decrease of oxygen
ratio in the gas mixture, the diffusive ionization wave mor-
phology remains, but the width of both side flares and ion-
ization wave body shrinks. The maximum ionization wave
width is determined by the 1018 m−3 electron density isoline. It
decreases from 11.4 mm in the 20%mixture to 9.1 mm in pure
nitrogen, and the maximum width appears at about Z = 9 mm.
Themaximumwidth of the ionizationwave body changes only
slightly in different gas mixtures is similar to the experimental
results of Beloplotov et al [29]: In their experiment, the posit-
ive diffusive ionization wave width almost remains unchanged
in air, nitrogen, and argon (3 mm gap and a 40 kV voltage
amplitude). However, compared to the shrink of the incep-
tion cloud or filamentary streamers in air and pure nitrogen
generated by low overvoltage pulses, the decrease in diffus-
ive ionization wave width can be considered to be very lim-
ited: as shown in figure 1, the photoionization function used is
reduced by 20 to over 103 times from 20%mixture to nitrogen
at 10–100 cm·torr, but the maximum ionization wave width
at atmospheric pressure only decreases by 20%. Thus it can
be concluded that the diffuse discharge morphology is mainly
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Figure 3. The electron density and reduced electric field evolution in the 20% mixture. The electron density is in m−3, and E/N is in Td.
Note that the model in 20% mixture is the same as the model in [12].

Figure 4. The electron density evolution in different mixtures. The electron density is in m−3.

determined by its extreme overvoltage and the direct ioniza-
tion process. The discharge ignites under a high voltage with a
fast overvoltage applied, so the effective ionization coefficient
remains a high value in a rather large volume due to its high

Laplacian field, resulting in the rapid increase of the ionization
wave width and velocity.

It is also worth noting that the discharge process and
morphology are more similar in the 1 ppm mixture and
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Figure 5. The steak image of axis E/N evolution in different mixtures at 1 atm. PN stands for pure nitrogen.

pure nitrogen compared to other mixtures, showing that the
reactions and photoionization of oxygen no longer dom-
inate in the 1 ppm mixture as mentioned in section 2.
The electron density inside the streamer channel in pure
nitrogen is higher than in other mixtures, and the elec-
tron density exceeds 1021 m−3 in the vicinity of the pin
electrode.

Figure 5 shows the time dependence of E/N on the sym-
metry axis (r= 0mm). The horizontal axis in each figure is the
discharge time (0–4 ns), and the vertical axis is the discharge
gap (0–16 mm). The color in the figure shows the strength
of E/N on the axis. It is strongest at the head of the ioniza-
tion wave, so the streak in each figure shows the trajectory
of ionization wave heads during its propagation. It shows that
the ionization wave ignites and reaches the plane electrode
slower with the decrease of oxygen concentration: The igni-
tion time delays from 0.5 ns in the 20% mixture to 0.6 ns in
pure nitrogen, and the ionization wave reaches the plane elec-
trode at 3.1 ns in the 20% mixture, 3.15 ns in 0.2%, 3.55 ns
in 1 ppm, and 3.6 ns in pure nitrogen. However, during the
ionization wave propagation, E/N at its head increases with
the decreasing oxygen concentration, and remains higher than
800 Td during propagation in pure nitrogen. This is because
the effective ionization coefficient in pure nitrogen is higher
than in other oxygen-containing electronegative gases due to
the lack of electron attachment, and results in a stronger ioniz-
ation process, leaving a higher density of electrons and posit-
ive ions at the ionization wave head (see figure 4(c)), thus the
space charge field increases. Filamentary streamers also show
a similar characteristic [23].

For a more detailed comparison between E/N in various
gases, E/N at Z = 13 mm is extracted and shown in figure 6.
The 20% mixture line has already been proven to agree with

Figure 6. E/N evolution at Z = 13 mm in different mixtures. PN
stands for pure nitrogen.

the experiment results of E-FISHmeasurements [12]. The first
peak corresponds to the ionization wave head reaching the
Z = 13 mm point, after that a rapid decrease in E/N shows up
due to the self-shielding effect inside the ionizationwave body.
Then E/N slowly increases again as the discharge propagates
and the Laplacian field rises. After it connects two electrodes,
a return stroke shows up and results in the second peak of E/N
near the pin. After this stroke, E/N changes with the Laplacian
field due to the connection.

The evolution of E/N at Z = 13 mm also varies greatly
in different gas mixtures. The first peak decreases with the
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Figure 7. The diffusive ionization wave velocity and width in different mixtures at 1 atm. PN stands for pure nitrogen. The dark blue solid
line with dots in (b) is the length of the ionization wave in the 20% mixture during its propagation.

decreasing oxygen ratio, and it reaches as high as 1350 Td in
pure nitrogen. Yet due to the late ignition and slow propaga-
tion velocity, it reaches Z = 13 mm in pure nitrogen later.
Huge electric field differences in different gas mixtures were
also found in the filamentary streamer by a 3D Particle-in-
Cell/Monte Carlo Collision (PIC-MCC) model [27], in which
the electric field in the 0.2% mixture is higher than that in the
20%mixture. E/N under the self-shielding effect (between the
first and second peak) also decreases with the decreasing oxy-
gen ratio, reaching the lowest 25 Td at 2.15 ns in pure nitrogen.

The ionization wave propagation velocity and its maximum
width in various gases are shown in figure 7. The velocity data
is cut before the discharge connection and calculated accord-
ing to themaximumE/N at its head. Themaximumwidth is cut
after the connection and calculated according to the 1018 m−3

electron density isoline. A similar characteristic calculation
method can also be found in [13].

Figure 7(a) shows two clear stages during the discharge
acceleration process: a linear acceleration stage and an

approximate exponential acceleration stage. As mentioned
before, the linear acceleration stage corresponds to the spher-
ical shape propagation process and ends at 2.5 ns. The solid
line with dots in figure 7(b) shows the length of the ionization
wave in the 20% mixture during its propagation, comparing it
to its width, it shows that from 1.0 ns to 2.55 ns, it propagates
in its spherical stage. After that, the ionization wave is elong-
ated longitudinally.

The average velocity decreases with the decreasing oxy-
gen ratio, ranging from 6.5 mm ns−1 in the 20% mixture
to 4.5 mm ns−1 in pure nitrogen, which is higher than the
classic 3.5 mm ns−1 measured in [50] (40 mm gap, 80 kV,
15 ns rise time, 1 atm air). Streamer velocities can be influ-
enced by various factors: applied voltage, photoionization,
background ionization, etc. The streamer velocities in differ-
ent gas mixtures were also reported quite differently: for fila-
mentary streamers, it is reported that the velocity in nitrogen
is lower than in air at 1 bar, but the velocity is higher in nitro-
gen at a lower pressure [20, 22]. However, the streamer in pure

8
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Figure 8. The gas temperature distribution after the discharge connects the plane electrode in the 20% mixture at 1 atm.

nitrogen propagates faster in the simulation of [23], but slower
in [26].

Figure 7(b) also shows the maximum ionization wave
width also decreases with the decreasing oxygen concentra-
tion, it decreases by 20% (from 11.4 mm to 9.1 mm) in pure
nitrogen compared to the 20% mixture. While the diameter
of the inception cloud decreases more in pure nitrogen, for
example, it decreases by 84% from 55 mm in 20% mixture to
9 mm in ‘pure nitrogen’ in our experiment (see figures 18(d)
and (e)).

The maximal diameter of the inception cloud in air can be
estimated through the following equation (5) [19], where U is
the voltage applied to the electrode and Ek is the breakdown
field at the head of inception cloud. In the 20% mixture, take
Ek = 32 kV cm−1 and the U = 33 kV at t = 1.5 ns when
the ionization wave is still spherical. The calculated diameter
D = 2 cm. However, the actual maximal width in both sim-
ulation and experiment is far less than this value, and this is
because the electric field at the ionization wave boundary is
much bigger than Ek, the typical electric field strength at the
edge of the inception cloud. In the next section, we manage
to modify this estimation equation by replacing the boundary
electric field.

D= 2Rmax = 2U/Ek (5)

The total energy deposition during the discharge process in
20% mixture is calculated according to equation (6), in which
ji is the specie flux, Ω is the whole plasma region, and m is
the number of species (m = 15 in our simulation). The cal-
culated deposited energy is 83.9 mJ, which is slightly lower
than the 100 mJ result of Tardiveau et al [8] (80 kV amplitude,
16 mm gap). The gas temperature after the discharge connects
the plane electrode (at 5 ns) in the 20% mixture is shown in
figure 8. The gas temperature in the vicinity of the pin elec-
trode (from Z = 15.5 mm to 16 mm) exceeds 1200 K, and it is
only 420 K at Z = 14.5 mm, similar to the 400 K experiment
result in [9] (85 kV amplitude, 18 mm gap, also measured at

1.5 mm from the pin). However, for the filamentary streamers
like the experiment results of Komuro et al [51] (13 mm gap,
24 kV amplitude, 0.52 kV ns−1 rising edge, 1 atm pressure,
25 electrodes discharge), it can be calculated that the energy
deposition is∼11.7mJ, and the results of Li et al [52] (160mm
gap, 6.6 kV amplitude, 500 ns pulse length, 100mbar pressure)
is only 0.14 mJ, which is far less than that of the diffusive ion-
ization waves.

QTotal =
m∑
i

ˆ
Ω

ˆ t

0
eji ·EdtdΩ (6)

The similar characteristics between diffusive ionization
wave and inception cloud in discharge morphology and
propagation mode, as well as their differences in size, velocity,
energy deposition, and influence by oxygen concentration,
indicate that they need further discussion and comparison.

3.2. Discussion on the role of direct ionization and
photoionization during the discharge propagation

As described in the above section, there are two stages
during the discharge propagation according to the dis-
charge morphology: the spherical and conical propagation
stages. In this section, the different roles of direct ionization
and photoionization during the two propagation stages are
discussed.

Figure 9 shows the photoionization rate Sph and the ratio
of direct ionization rate and photoionization rate Sion/Sph at
t = 2.5 ns and t = 3.0 ns in the 20% mixture. At t = 2.5 ns,
the spherical propagation stage, Sion/Sph remains ∼300 at the
spherical shell-like ionization wave head, proving the import-
ant role played by the direct ionization in forming the spher-
ical ionization wave head, especially at the places where Sph is
lower than 1028 m−3s−1 (Z = 10–14 mm). As for the conical
propagation stage at t = 3.0 ns, Sion/Sph at the ionization wave
head became larger and remains ∼600, showing that direct
ionization is more pronounced during this stage and reaches
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Figure 9. The ratio of direct ionization rate and photoionization rate Sion/Sph and the photoionization rate Sph(unit: m
−3s−1) at t = 2.5 ns

and t = 3.0 ns in the 20% mixture. (a) t = 2.5 ns, (b) t = 3.0 ns.

Figure 10. The ionization wave length and width during its propagation in the 20% mixture. ‘Sph off’ means turning off the Helmholtz
equation. The background ionization level in both cases remains 1010 m−3.

1031 m−3s−1, which is one order of magnitude larger than it
in filamentary streamers [23].

To further investigate the role of photoionization, here we
turn off the Helmholtz equation, and the results are shown
in figure 10. Without photoionization, the ionization wave
reaches the plane electrode later, and its maximum width also
decreases by about 9%. However, from 1.0 ns to 2.7 ns, the
ionization wave maintains its spherical shape even without
photoionization, and its maximum propagation velocity also
reaches∼25 mm ns−1 when reaching the plane electrode, also
proving the importance of direct ionization in the two propaga-
tion stages. The role of photoionization can be regarded as
providing seed electrons at the initial stage of the ionization
wave so that it can propagate faster before the formation of
the spherical stage, which is the period from 0 ns to 1 ns in
figure 10.

On the other hand, as mentioned in section 3.1, the break-
down field (Ek = 32 kV cm−1) is not a proper electric
field in estimating the maximum diffusive ionization wave
width through equation (5). Here we replace the break-
down field Ek in equation (5) with Er = 205 kV cm−1

and 180 kV cm−1, which are given by the E-FISH meas-
urement and our calculation result respectively, to estim-
ate the theoretical maximum width (diameter) of the dif-
fuse ionization wave during its spherical propagation phase.
The estimated results and the calculated results are shown
in figure 11. The estimated maximum ionization wave width
is close to the simulated values. Figure 11 also demon-
strates the estimated maximum width in pure nitrogen,
and Er = 367 kV cm−1 is the average electric field at
the ionization wave head during its spherical propagation
phase.

10
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Figure 11. The estimated and calculated maximum ionization wave width during its spherical propagation stage. The solid lines are
extracted from the above 2D calculation in section 3.1. The dashed and dotted lines correspond to the estimated maximum width through
improving equation (5).

Figure 12. The electrode set-up in the experiment. The curvature radius of the pin electrode is 100 µm, and the gap distance is 16 mm. The
radius of the grounded plane electrode is 150 mm.

3.3. Experimental results of the diffusive ionization wave in
different oxygen concentration N2/O2 mixtures at 200 mbar
pressure

The experiment of diffusive ionization waves in different
N2/O2 mixtures is conducted in this section to further verify
the role of photoionization.

An 85 kV amplitude voltage pulse is difficult to achieve in
our experiment, thus the gas pressure is scaled to 200 mbar
and the electrode gap distance is set at 16 mm to adapt to the
experimental voltage source (16 kV amplitude). The electrode
set-up in the experiment is shown in figure 12. There is also a
disc holder (colored green) at the end of the pin electrode. The
discharge chamber is pumped to less than 5 × 10−5 Pa before
each experiment to ensure the purity of the gases.

The applied voltage and the discharge current profiles for
the discharge in the 20% mixture are shown in figure 13. The
voltage pulse is generated by a nanosecond pulse generator
(FID power supply, Model: FPG 50–50NX2), the rise time is
10 ns and its peak value is 16 kV. The discharge ignites at t0
and reaches the plane electrode at tc = 5 ns (see the purple
region). The discharge morphology images corresponding to

Figure 13. The applied voltage and discharge current profiles. The
gas contains 80% nitrogen and 20% oxygen and its pressure is
200 mbar.

the voltage and current profiles are shown in figure 14 (shot
with an Andor iStar DH334T intensified CCD camera). It has
a similar discharge morphology to the atmospheric discharge
in section 3.1: it ignites and propagates with a spherical shape

11
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Figure 14. The discharge morphology. Each image is accumulated by 20 discharges. The color legend on the right of each image shows the
counts that represent the relative light emission intensity. The gas contains 80% nitrogen and 20% oxygen. The gas pressure is 200 mbar.

(0 ns–3 ns) until its head approaches the plane electrode and
a protrusion is produced from its head, then the ionization
wave accelerates and reaches the plane electrode (4 ns–5 ns).
After the connection (5 ns), the light intensity at the pin and
plane electrode increases but the discharge channel shrinks.
After 20 ns, the discharge gradually extinguishes, and the light
intensity in the channel becomes weaker. The whole discharge
process is the same as the process in the atmospheric diffusive
ionization wave in [9] (85 kV amplitude, 18 mm gap).

Similar to the simulated results in section 3.1, when the gas
components are switched to the 2% mixture, 0.2% mixture,
or ‘pure nitrogen’ (contains ∼10 ppm oxygen), the discharge
morphology and length do not change obviously. To investig-
ate the relationship between the discharge characteristics and
the gas components, the way of calculating the streamer width
and length in [53] is also introduced in this paper as shown in
figure 15. To decide the left/right boundary and the ionization
wave head of the discharge, IR and IZ are calculated through
equation (7). The width and length are decided by 15% of the
maximum values of IR and IZ.

IR(R) =
ˆ 16mm

0mm
I(R,Z)dR (7a)

IR(Z) =
ˆ 10mm

−10mm
I(R,Z)dZ (7b)

The ionization wave width and length in different gas
mixtures are shown in figure 16. The ionization wave width
gradually increases until it reaches the plane electrode (∼5 ns
in the 20% mixture, ∼5.5 ns in the 0.2% mixture, and ∼6 ns

in the ‘pure nitrogen’, and it should be noted that due to
the limitation of the maximum intensified CCD (ICCD) gate
width, the accuracy of this connection measurement is within
0.5 ns), after that the maximum width gradually decreases.
The propagation process shows a clear acceleration process
in figure 16(b). Similar to the results in section 3.1, with the
decreasing oxygen concentration, the ionization wave width
shrinks and propagates slower, but the maximum width only
decreases about 7% from 12.5 mm in the 20% mixture to
11.6 mm in ‘pure nitrogen’ (decreases 20% from 11.4 mm to
9.1 mm in the calculation in section 3.1), indicating that the
influence of the photoionization on it is very limited as dis-
cussed above in the simulation.

By modifying the shape of the electrode and the gas pres-
sure in section 2, the discharge at 200 mbar is also simulated.
The simulation set-up is shown in figure 17, and the applied
voltage is completely the same as that used in the experiment
(starting from 5.2 kV).

The simulated diffusive ionization wave characteristics
are also shown in figure 16 (see the solid lines). The geo-
metry and voltage profile are the same as those in the exper-
iments. The ionization wave length and width are determined
through the maximum E/N at its head and 1018 m−3 elec-
tron density isoline, which is the same as in section 3.1. The
comparison shows a good agreement except for the connec-
tion time in ‘pure nitrogen’. The reason for this connection
time difference is still unclear. In our experiment, to limit
the influence of possible memory effects on the discharge
characteristics from one pulse to another, the voltage pulse
frequency is set at 0.2 Hz. For comparison, the discharge
frequency in the experimental work of Brisset et al [9] is

12
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Figure 15. Schematic diagram showing the calculation of the diffusive ionization wave length and width. Z = 0 is the position of the plane
electrode, and Z = 16 mm is the position of the pin electrode.

Figure 16. The diffusive ionization wave width (a) and length (b) during the discharge in different gas mixtures at 200 mbar pressure. Each
data point is calculated from 10 discharge images. The solid lines show the calculated results.

5 Hz. However, the electron density decrease in low-pressure
nitrogen can get much slower and leads to a higher back-
ground density for the next discharge. But this effect was not
considered in our simulation. This may be one of the reasons

causing the time difference (1.5 ns) between simulation and
experiment. The calculated N2(C3Πu) density distribution dur-
ing the ionization wave propagation process is shown in
figure 18.
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Figure 17. The 50 mm × 50 mm computational domain in the 200 mbar simulation. Poisson’s equation and Helmholtz equation are solved
in the entire domain. Drift-diffusion equations are solved in the dark grey domain. Euler equations are solved in the light and dark grey
domain.

Figure 18. The calculated N2(C3Πu) density distribution during the ionization wave propagation.
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Figure 19. The morphology of the diffusive ionization wave and inception cloud in the mixtures. (a)–(c) are the ionization wave, the gap
distance is 16 mm and the ICCD gate width is 2 ns. (d) and (e) shows the classic morphology of the inception cloud, the gap distance is
160 mm and the ICCD gate width is 500 ns. The applied voltage in (d) and (e) is a 12 kV pulse with a 75 ns rising edge and 400 ns duration
generated by a solid state switch (Behlke, HTS 901–10-GSM). PN stands for ‘pure nitrogen’.

Figure 19 demonstrates the morphology of the diffusive
ionization wave and inception cloud in different gas mixtures.
Figures 19(d) and (e) show the classic breakup of the inception
cloud and the formation of branched filamentary streamers in a
160mm gap. Despite our 2D fluidmodel has proven the role of
photoionization in section 3.1, it can not simulate the breakup
and branching process induced by stochastic photoionization.
This is discussed in appendix B through a 3D fluid model that
considers stochastic photoionization.

4. Conclusion

In this work, the diffusive ionization wave driven by an
extremely fast nanosecond overvoltage pulse in gas mixtures
with different oxygen concentrations is investigated through
combined experimental and simulation work. The roles of
photoionization and direct ionization are discussed through a
validated software package (PASSKEy).

The ionization wave shares a similar morphology in the
experiment and simulation results in all N2/O2 mixtures we
studied (20%, 2%, 0.2%, 1 ppm, and pure nitrogen): first, it
propagates with a spherical shape after its inception then forms
a conical when it propagates to nearly half of the gap. Dur-
ing both spherical and conical propagation stages, the ion-
ization wave velocity and width gradually increase until it
reaches the plane electrode. Meanwhile, both simulation and
experiment results show that with the decrease of the oxy-
gen concentration as well as the photoionization strength in
the gas mixtures, the average ionization wave velocity and
maximumwidth decrease slightly, but do not decrease asmuch
as observed in the inception cloud or filamentary streamers,
proving the positive ionization wave is strongly controlled by
the direct ionization process. By replacing Ek = 32 kV cm−1

with E = 180–205 kV cm−1 in the inception cloud diameter
estimation function D = 2 U E−1, the width of the diffusive

ionization wave in 20% mixture during its spherical is also
estimated and achieved good agreements with the 2D calcula-
tion results.

However, there are two limitations of this work we have
to note: First, the conclusions on the atmospheric pressure are
mainly based on simulation work, though low-pressure exper-
iment and simulation achieved good agreement, atmospheric
pressure experiment in N2/O2 mixtures is still needed in the
future for further comparison. Second, there is a time differ-
ence (1.5 ns) between the ionization wave connection time
in the low-pressure nitrogen simulation and experiment, and
for diffusive ionization wave, this time difference is relatively
large.

The above results that show the positive diffusive ioniza-
tion wave does not tend to branch in various gas mixtures,
combined with its characteristic that can produce excited and
reactive species, show the positive diffusive ionization wave
might have great potential in plasma-assisted combustion. A
study on the repetitive diffuse discharges in combustible mix-
tures might is as well needed in the future to further explore
its application potential.
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Appendix A. Reactions in the 2D model

Table A1. Reactions considered in the 2D fluid model.

Reaction Rate Constanta References

R1 e + N2 → N+
2 +e + e f (σ, ε) [54]

R2 e + O2 → O+
2 + e + e f (σ, ε) [55]

R3 e + N2 → e + N2(A3Σu) f (σ, ε) [54]
R4 e + N2 → e + N2(B3Πg) f (σ, ε) [54]
R5 e + N2 → e + N2(C3Πu) f (σ, ε) [54]
R6 e + O2 → e + O + O + 0.8 eV f (σ, ε) [48, 55]
R7 e + O2 → e + O + O(1D) + 1.26 eV f (σ, ε) [48, 55]
R8 N+

2 +N2 +M → N+
4 +M + 1.057 eV 5 × 10−29 [47, 48]

R9 N+
4 + O2→O+

2 +N2+N2+2.453 eV 2.5 × 10−10 [47, 48]
R10 N+

2 + O2→O+
2 +N2 + 3.51 eV 6 × 10−11 [47, 48]

R11 O+
2 +N2+N2 → O+

2 N2+N2 9 × 10−31 [47]
R12 O+

2 N2+N2 → O+
2 +N2+N2 4.3 × 10−10 [47]

R13 O+
2 N2+O2 → O+

4 +N2 1 × 10−9 [47]
R14 O+

2 +O2 +M → O+
4 +M + 0.425 eV 2.4 × 10−30 [47, 48]

R15 e + O2 + O2 → O−
2 +O2 2 × 10−29 × (300/Te) [47]

R16 e + O2 → O−+ O f (σ, ε) [55]
R17 O−+ O→ O2 + e 5 × 10−10 [56]
R18 O−

2 +O→ O2 + O + e 1.5 × 10−10 [56]
R19 e + N+

4 → N2+N2(C3Πu)+ 3.49 eV 2 × 10−6 × (300/Te)0.5 [48]
R20 e + N+

2 → N+ N + 2.25 eV 2.8 × 10−7 × (300/Te)0.5 [56]
R21 e + O+

4 → O + O + O2 + 4.6 eV 1.4 × 10−6 × (300/Te)0.5 [47, 48]
R22 e + O+

2 → O + O + 5.0 eV 2 × 10−7 × (300/Te) [47, 48]
R23 O−

2 + O+
4 → O2 + O2 + O2 + 6.5 eV 1 × 10−7 [47]

R24 O−
2 + O+

4 +M→ O2 + O2 + O2 +M + 6.5 eV 2 × 10−25 × (300/Tgas)3.2 [47]
R25 O−

2 + O+
2 +M →O2 + O2 + M + 7.0 eV 2 × 10−25 × (300/Tgas)3.2 [47]

R26 O−+ N+
2 → O + N + N + 2.25 eV 1 × 10−7 [56]

R27 N2(C3Πu)+ N2 → N2(B3Πg, v)+ N2 1 × 10−11 [48]
R28 N2(C3Πu)+ O2 → N2 + O+ O(1D)+ 4.83 eV 3 × 10−10 [48]
R29 N2(C3Πu) → N2 + hv 2.38 × 107 [47]
R30 N2(B3Πg)+ O2 → N2 + O + O + 2.35 eV 3 × 10−10 [48]
R31 N2(B3Πg)+ N2 →N2(A3Σu)+ N2(v) 1 × 10−11 [48]
R32 N2(A3Σu)+ O2 → N2 + O + O + 1.0 eV 2.5 × 10−12 × (Tgas/300)◦ .5 [48]
R33 O(1D)+ O2 → O + O2 + 0.33 eV 3.3 × 10−11 × exp(67/Tgas) [48]
R34 O(1D)+ N2 → O + N2 + 1.37 eV 1.8 × 10−11 × exp(107/Tgas) [48]
a Unit of rate constants are s−1, cm3 s−1, and cm6 s−1. Te is the electron temperature calculated based on BOLSIG+ with
cross sections indicated in the table, units in K. Tgas is the gas temperature calculated from the fluid module in PASSKEy,
units in K. The energy released in each reaction is taken from [48].

Appendix B. Discussion on the stochastic
photoionization

A 3D fluid model is established based on the afivo-streamer
framework [57], which considers the stochasticity of pho-
toionization throughMonte-Carlo approach. The detailed code
description and afivo framework description can be found in
[58], and the Monte Carlo photoionization description can
be found in [59]. This approach achieved good agreement
with the experiments in modeling the branching process of
positive streamers [60]. We simulated the 200 mbar pressure
case in our experiment. The simulation setup is shown in
figure B1.

The applied voltage is the same as used in experiments. The
considered reactions are the Phelps’ database for N2 and O2

[54]. Figures B2(a) and (b) shows the electron density evolu-
tion during the discharge and figures B2(c) and (d) shows the
ionization length and width comparison between the exper-
iment and simulation during its propagation. Here we must
emphasize that to ensure they have the same length after incep-
tion, the time in the simulation is advanced by 0.4 ns. The cal-
culated results show a good agreement with the experimental
results and no breakup effects are found, showing the forma-
tion of conical-shaped discharge in 2D simulation is not due to
the limitation of its photoionization even in low oxygen con-
centration gas mixtures.
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Figure B1. (a). The 3D view of the 3D fluid model. The gap distance between the pin and plane electrode is 16 mm. The pin electrode is
colored red. (b). The 2D cross-section view of the 3D fluid model (at y = 3 cm). Poisson’s equation and photoionization are solved in the
whole area, and the continuity equations for species are only solved in the smaller plasma zone (darker-colored area).

Figure B2. (a). The electron density evolution during the ionization wave propagation in 20% mixture. The colored figures are the cross
sections at y = 3 cm (50%). (b). The electron density evolution during the ionization wave propagation in 0.2% mixture. The colored figures
are the cross sections at y = 3 cm (50%). (c). The ionization wave length in the experiment and the 3D calculation. The length is determined
by the maximum field at the ionization wave head. Note that to ensure they have the same length when incepts, the time in the simulation is
advanced by 0.4 ns. (d). The ionization wave length in the experiment and the 3D calculation. The width is determined by the 1018 m−3

isoline.
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