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ABSTRACT

This study establishes a two-dimensional fluid model of nanosecond surface dielectric barrier discharge (nSDBD) at atmospheric air to inves-
tigate the effects of positive and negative sinusoidal nanosecond pulsed voltages on the discharge characteristics. Key discharge parameters
are studied, including discharge current, distribution of major active particles, surface charge distribution on the dielectric, energy deposition
density distribution, and gas temperature. The numerical simulation results indicate that the plasma streamers excited by positive and nega-
tive bipolar pulses exhibit markedly different discharge characteristics, with the discharge characteristics in the first half-cycle largely deter-
mining those of the entire cycle. Positive bipolar pulsed streamer discharges exhibit greater discharge currents and stronger local electric
fields, with faster propagation speeds but also more pronounced declines. The energy deposition of positive bipolar pulse is higher than that
of negative bipolar pulse. The discharges driven by negative bipolar pulses exhibit a more pronounced temperature rise effect, primarily due
to their higher efficiency in converting electrical energy into thermal energy, leading to stronger localized thermal release. Consequently, the
pressure waves generated by negative bipolar pulsed discharges are more intense. These numerical simulation data provide theoretical explan-
ations and references for understanding and optimizing the physical mechanisms of nSDBD.

VC 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial 4.0
International (CC BY-NC) license (https://creativecommons.org/licenses/by-nc/4.0/). https://doi.org/10.1063/5.0238337

I. INTRODUCTION

Surface dielectric barrier discharge (SDBD) technology is widely
used in various fields, including air purification,1,2 ozone generation,3

airflow control,4–6 and plasma-assisted ignition and combustion.7–9 In
air purification, non-thermal plasma technology utilizes the tempera-
ture difference between electrons and gas molecules to generate highly
reactive species through strong electric field ionization, effectively
treating air pollutants.1 In airflow control, pioneering experiments
using atmospheric nanosecond surface dielectric barrier discharge
(nSDBD) for flow control can be traced back to the early 2000s.10,11 By
inducing body force effects through electromagnetic fields or localized
heat release, nSDBD technology can reshape flow field structures,
adjust wall pressure and shear stress distribution, achieve drag reduc-
tion, lift enhancement, precise shock wave control, boundary layer

separation, and transition control.4,12,13 Additionally, in plasma-
assisted combustion, nSDBD technology significantly reduces ignition
time through rapid radical generation and high-energy state thermal
relaxation, demonstrating high-efficiency combustion assistance.8,14,15

In SDBD, nanosecond pulsed-driven discharges exhibit significant
advantages in uniformity, energy efficiency, and chemical activity.
However, due to the complexity and dynamics of nanosecond pulsed
discharges under high-speed flow conditions, stringent requirements
are imposed on the reliability, stability, and energy efficiency of the
technology. Thus, numerical simulation becomes crucial for establish-
ing theoretically self-consistent plasma discharge models that reflect
experimental results.

To describe the physical characteristics of nSDBD, extensive
experimental and numerical simulation studies have been conducted.

Phys. Plasmas 32, 013503 (2025); doi: 10.1063/5.0238337 32, 013503-1

VC Author(s) 2025

Physics of Plasmas ARTICLE pubs.aip.org/aip/pop

 24 February 2025 05:49:44

https://doi.org/10.1063/5.0238337
https://doi.org/10.1063/5.0238337
https://www.pubs.aip.org/action/showCitFormats?type=show&doi=10.1063/5.0238337
http://crossmark.crossref.org/dialog/?doi=10.1063/5.0238337&domain=pdf&date_stamp=2025-01-13
https://orcid.org/0009-0001-2169-5003
https://orcid.org/0009-0000-3556-8489
https://orcid.org/0000-0002-9086-8190
https://orcid.org/0009-0009-5083-0401
https://orcid.org/0000-0001-7091-9758
https://orcid.org/0000-0002-0099-4709
mailto:qianmuyang@ncu.edu.cn
mailto:dongbingyan1@sina.com
https://creativecommons.org/licenses/by-nc/4.0/
https://doi.org/10.1063/5.0238337
pubs.aip.org/aip/php


For instance, Soloviev et al.16,18 and Soloviev and Krivtsov17 thor-
oughly analyzed the excitation and propagation of nanosecond surface
streamers. Their research found that diffuse and uniform negative
streamers are mainly located a few micrometers near the dielectric,
characterized by a locally strong electric field and low electron density,
while positive streamers have a strong electric field thickness of tens of
micrometers. Additionally, the energy deposition of negative streamers
is mainly concentrated near the exposed electrode (cathode), whereas
the energy deposition of positive streamers is almost uniformly distrib-
uted along the streamer propagation. Corke et al.19 and Little et al.20

provided an overview of AC SDBD actuators applied to airflow con-
trol, discussing in detail the electrical and mechanical characteristics of
SDBD. Ren et al.21 used a two-dimensional (2D) fluid model to study
the impact of residual surface charges on the characteristics of repeti-
tive nSDBD discharges at atmospheric pressure. Under bipolar mode,
residual charges with polarity opposite to the exposed pulse enhance
SDBD, while in unipolar mode, they suppress the discharge. The study
in Ref. 22 investigated the effects of SDBD plasma actuators driven by
nanosecond pulses of both positive and negative polarity. The results
demonstrate that under equivalent conditions, negative polarity pulses
are capable of generating stronger pressure waves and more efficiently
transferring electrical energy into the near-surface gas in the form of
heat. Babaeva et al.23 revealed significant differences between positive
and negative polarity nSDBD through 2D fluid and fluid-Monte Carlo
simulations. Zhu and Starikovskaia24 studied the physical mechanism
of fast gas heating (FGH) in atmospheric pressure air nSDBD. They
discussed the local field approximation for simplified kinetic nSDBD
modeling, revealing the energy distribution of FGH and its impact on
gas temperature, and evaluated the roles of different reactions in fluid
dynamic disturbances. Zhang et al.25 used a 2D fluid model to simulate
the impact of pulse voltage amplitude and polarity on nSDBD dis-
charge, mainly exploring the dynamics of streamers, pressure waves,
and vortices. The results indicated that pressure waves are formed by
rapid gas heating induced by pulsed discharges, while the generation
and development of vortices are attributed to the ion wind produced
by the plasma (EHD effect).

The spatiotemporal evolution characteristics of nSDBD have also
been extensively studied experimentally.11,26,27 Stepanyan et al.28

experimentally investigated the development and evolution of 1–6 bars
atmospheric air nSDBD. The discharge evolves into a set of streamers
that start simultaneously from the exposed electrode and propagate
along the dielectric layer, forming a “quasi-uniform” plasma layer,
with streamer filaments observed a few nanoseconds after discharge
initiation. Peng et al.29 combined experimental diagnostics and numer-
ical simulation to study the dynamic evolution and discharge mode
transition of repetitive pulse-driven three-electrode SDBD, aiming to
better control plasma modes and optimize applications. Qian et al.30

conducted experimental characterization of an atmospheric plasma jet
with a coaxial mesh cylindrical electrode design. The study investigated
the impact of gas flow rate on the length of the plasma jet, revealing
that the plasma jet exhibited three distinct modes depending on the
gas flow rate. The behavior of nSDBD under exposure was indepen-
dently examined.31,32 The transition from streamers to filaments was
analyzed in single-pass experiments with various gas mixtures. The
findings revealed that continuous wavelength emissions are concen-
trated in a narrow near-axis region originating from the filaments. In
filamentary mode, exposed electrode needle–ring plasma discharge

plasma and nSDBD plasma exhibit similar plasma characteristics.
Zhang et al.33 combined experimental and numerical simulations to
study the spatiotemporal dynamics of positive and negative streamers
in a pin-to-plate volume DBD. They found that the spatial propagation
of positive streamers depends on the electron avalanches induced by
photoelectrons ahead of the streamer head, whereas negative streamers
behave differently, revealing an interesting phenomenon of floating
positive surface discharge. Shcherbanev et al.34 experimentally investi-
gated the plasma characteristics of filamentary nSDBD, considering
the effects of pressure and voltage on current, deposited energy, elec-
tron density, and electron temperature, discussing and explaining
plasma characteristics in filamentary nanosecond discharges and the
role of excited species in the transition from streamer to filamentary
discharge.

Although previous research has extensively studied the mecha-
nisms of atmospheric air nSDBD and achieved original findings, these
studies primarily focused on the effects of pressure, surface charge
deposition, and rapid gas heating on discharge characteristics. The
streamer discharges excited by the single sinusoidal voltage pulse with
starting positive or starting negative voltage half-cycle are studied in
detail. The main challenge is how to experimentally generate a fast sine
pulse (with a period of 20 ns) with either a starting positive or negative
half-cycle first. Assuming this issue can be addressed, a direct compari-
son between numerical simulation and experimental diagnostic can be
conducted, focusing on aspects such as the measured and calculated
current waveform, radius, and velocity of the discharge front, 2D map
of N2ðC3

Q
uÞ ! N2ðB3

Q
gÞ emission, etc. Therefore, this paper aims

to systematically explore the characteristics of atmospheric pressure air
nSDBD under positive and negative sinusoidal pulse excitation
through numerical simulations. The results show that the polarity of
the pulse voltage in the first half-cycle significantly affects the nSDBD
discharge characteristics in the second half-cycle and even determines
the entire pulse discharge dynamics. This study examines key dis-
charge parameters, including discharge current, spatiotemporal distri-
bution of particle density, electric field characteristics, surface charge
evolution, energy deposition distribution, gas temperature, and pres-
sure waves, to reveal the effects of positive and negative sinusoidal
nanosecond pulse voltage polarity on the plasma dynamics and physi-
cal mechanisms of atmospheric pressure air nSDBD.

II. MODEL DESCRIPTION

The fluid modeling of SDBD is based on the PASSKEy code.35

PASSKEy is a parallel streamer-plasma coupled solver developed in
Fortran90. Detailed numerical methods and benchmarks can be found
in Ref. 24. This section briefly introduces the governing equations,
boundary conditions, computational domain, and chemical reactions
of our model.

A. Governing equations

The particle continuity equations under the drift-diffusion
approximation are as follows:

@ni
@t

þr � Ci ¼ Si þ Sph; i ¼ 1; 2;…;Ntotal; (1)

Ci ¼ �Dirni � qi
jqij

� �
linir/; i ¼ 1; 2;…;Ncharge; (2)
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@ neemð Þ
@t

þr � Ce ¼ �jqej � E � Ce � P emð Þ; (3)

Ce ¼ �Der neemð Þ � neemleE; (4)

where ni, qi, Ci, Si, Di, and li are the number density, charge, flux,
source term due to gas-phase reactions, diffusion coefficient, and
mobility of species i, respectively. Sph is the photoionization source
term. ne, qe, em, Ce, De, and le are the electron number density, ele-
mentary charge, mean electron energy, electron energy flux, electron
energy diffusion coefficient, and mobility, respectively. E is the electric
field. The electron transport coefficients, reaction rates, and electron
collision power loss PðemÞ are calculated by Bolsigþ36 by solving the
Boltzmann equation. The cross-section data related to N2 comes from
the SIGLO database37 and Ref. 38, while the cross-section data related
to O2 comes from the PHELPS database39 and Ref. 40. In fluid model-
ing, the local mean energy approximation (LMEA) is relatively time-
consuming, while the local field approximation (LFA) may result in
accuracy loss. In the ionization region, LFA may lead to an underesti-
mation of ionization, while in the near-wall region close to the
medium’s surface, LFA may cause an overestimation of ionization.24

To ensure calculation accuracy, this study uses the LMEA method for
computational analysis.

The photoionization source term for electrons and Oþ
2 is calcu-

lated by the three-exponential Helmholtz equation in air, assuming
that the ionization of oxygen molecules is induced by radiation pho-
tons from excited nitrogen molecules41

Sph ¼
X
j

Sjph; (5)

r2Sjph � kjpO2

� �2Sjph ¼ �Ajp
2
O2
I; (6)

I ¼ n
Pq

P þ Pq
aleEne; (7)

where pO2 is the partial pressure of O2, taken as 152Torr.
42 I is the ion-

ization source rate. a is the Townsend ionization coefficient. P is the
ambient pressure. leE is the absolute drift velocity of electrons, and ne
is the density of electrons. Pq is a quenching pressure of N2 C3Puð Þ,
taken as 30Torr.43 kj and Aj are fitting parameters of the photoioniza-
tion function, taken from Ref. 42. The specific values are shown in
Table I.

The particle continuity equation and the electron energy conser-
vation equation are closed by the Poisson equation of the electrostatic
field. The solution of the Poisson equation takes into account the sur-
face charge density on the dielectric

r e0err/ð Þ ¼ �q� r; (8)

@r
@t

¼
X
i

qi �r � Cið Þ; (9)

where e0 is the vacuum permittivity, er is the relative dielectric con-
stant, q is the space charge density, r is the surface charge density on
the dielectric, and / is the electric potential.

B. Boundary conditions

For the Poisson equation, classical Dirichlet boundary conditions
are applied on metal surfaces: / ¼ UðtÞ, while Neumann boundary
conditions are used on nonmetal boundaries: @/=@n ¼ 0, n is the
normal vector pointing outward. At each time step, the charge flux
toward the dielectric boundaries in the plasma region is collected.
Surface charges accumulate on the dielectric surfaces, stored at the
edges of finite volume mesh cells, and considered as additional charges
when solving the Poisson equation. For the Helmholtz equation,
boundary conditions Sph ¼ 0 are set at the domain boundaries far
from the plasma region.

For the transport equations, incoming electrons at the boundary
are represented by @Ce=@n ¼ 0, and outgoing electrons are repre-
sented by Ce ¼ �cCi. Incoming ions at the boundary are represented
by @Ci=@n ¼ 0, and outgoing ions are represented by Ci ¼ 0. In par-
ticular, for the thin high electric field layer formed above the dielectric
surface in SDBD driven by negative pulse, it is necessary to take into
account the plasma sheath contribution to the electron flux on the
dielectric surface. More detailed and refined physical boundary condi-
tions can be found in Refs. 44 and 45. The model assumes a secondary
emission coefficient of c ¼ 0:01 for both metals and dielectrics. Since
the photoionization source in the air exceeds the secondary emission
from the surface, this value will not significantly affect the evolution of
the discharge.42 Based on empirical data, the recommended range for c
is between 0.01 and 0.05,42 so c is set to be 0.01 in our model.

C. Computational domain and chemical reactions

A 2D computational domain of 3.0� 1.0 cm is shown in
Fig. 1(a). The exposed metal electrode (red area) has a thickness of
0.05mm, and the material has a density of 8500 kg/m3. The ground

TABLE I. Coefficients of the three terms Helmholtz equation Aj and kj .

j Aj (cm
�2 Torr�1) kj (cm

�1 Torr�1)

1 1.986� 10�4 0.0553
2 0.0051 0.1460
3 0.4886 0.89

FIG. 1. (a) Simulated geometric structure diagram, (b) sinusoidal pulse waveform
with a peak of þ12 kV and �12 kV, and a period of 20 ns, and (c) model mesh seg-
mentation diagram.
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electrode (dielectric bottom layer) has negligible thickness. A dielectric
layer with a thickness of 0.5mm (e¼ 4) separates the two electrodes,
and the density of the dielectric material is 1420 kg/m3. The discharge
is conducted at an initial temperature of 300K and standard atmo-
spheric pressure, with the boundaries of the computational domain set
to be insulated and have zero charge. Since a computational domain
that is too narrow can affect the development of the discharge, the
domain width should be sufficiently large. However, considering the
degrees of freedom in the model calculation, the computational
domain cannot be too large either. Therefore, in this paper, the width
of the plasma region is set to 2.5 cm. A sinusoidal pulse waveform is
applied to the exposed electrode

/ ¼ U0 sinð2pftÞ: (10)

The applied peak voltage U0 is þ12kV in positive bipolar mode
and �12 kV in negative bipolar mode, with a frequency f of 50MHz,
as shown in Fig. 1(b). The lower dielectric plate is grounded.

Due to the high electron collision frequency at atmospheric pres-
sure, the accuracy and efficiency of numerical simulation results are
greatly influenced by the finite element mesh division. Generally, the
finite element mesh in non-equilibrium atmospheric plasma is very
fine, with a mesh scale in the micrometer range, especially in the
sheath region near the anode and dielectric plate, requiring even finer
mesh. As shown in Fig. 1(c), the computational domain is discretized
using a square mesh. The mesh in the plasma computational region is
set to 8lm, with further mesh refinement near the initial filament
appearance and the dielectric surface where the surface streamers
propagate. Horizontally, starting from the right end of the exposed
electrode to a range of 2.0 cm, a 4lm square mesh is used. Vertically,
from 0.02mm below the dielectric plate to 0.2mm above the dielectric
plate, a 3lm square mesh is used.

To facilitate calculations, a simplified air chemical reaction
model is used. The N2/O2 kinetic scheme includes 38 chemical
reactions and 15 species: the particles included in the plasma
model are listed in Table II, and the considered chemical reactions
are shown in Table III.24

III. RESULTS AND DISCUSSION
A. Volt–ampere characteristics

Figures 2(a) and 2(b) show the volt–ampere characteristics of sin-
gle sinusoidal pulses at þ12kV and �12kV, respectively. The dis-
charge current and the applied voltage exhibit similar trends, with two
consecutive discharge current pulses occurring in each cycle.30 Clearly,
the current in the first positive half-cycle of the positive bipolar pulse
[Fig. 2(a)] is significantly higher than the current in the first negative
half-cycle of the negative bipolar pulse [Fig. 2(b)]. This is because, dur-
ing negative jet propagation, the ionization rate caused by photoioniza-
tion is two orders of magnitude lower than that caused by electron

impact ionization, making photoionization negligible.49–51 In contrast,
positive streamers have photoionization that creates a source of free
electrons, leading to higher conductivity and larger current. In addi-
tion, the gas breakdown in the first positive half-cycle of the positive
bipolar pulse occurs at around 1.2ns, with the corresponding electrode
voltage being approximately 4400V. However, the gas breakdown in
the first negative half-cycle of the negative bipolar pulse occurs at
around 0.35 ns, with the corresponding electrode voltage being
approximately 1300V. The breakdown voltage of the positive bipolar
pulse is significantly higher than that of the negative bipolar pulse,
which is generally consistent with the experimental results in Ref. 52.
During the first positive half-cycle of the positive bipolar pulse, a large
number of positive charges accumulate on the dielectric surface, inhib-
iting the drift of electrons toward the exposed electrode, resulting in a
decrease in current. Conversely, during the first negative half-cycle of
the negative bipolar pulse, many electrons accumulate on the dielectric
surface, inhibiting subsequent electron drift, also leading to a decrease
in current.18 This is manifested in a decrease in current around 3.0 ns,
as shown in Fig. 2. Whether it is a positive bipolar or negative bipolar
pulse, the current peaks are around 3.0 and 12.5ns.

The change in current polarity around 7.0 ns before the end of
the first half-cycle indicates the occurrence of reverse breakdown. This
phenomenon is primarily due to the reduction in the applied voltage
during the falling edge of the pulse, which causes the built-in electric
field formed by the accumulated charges on the dielectric surface to
significantly exceed the applied electric field, leading to reverse break-
down.18 After 10ns, the voltage polarity reverses, and the applied elec-
tric field aligns with the built-in field, enhancing the electric field. This
increases the reverse breakdown current, forming a discharge channel
through which electrons quickly neutralize the deposited charges from
the first half-cycle, causing the current to decrease. When the pulse
reaches the falling edge after 15 ns, the applied electric field decreases,
and large opposite charges accumulate on the dielectric surface. The
built-in electric field formed by these surface charges again exceeds the
applied electric field, resulting in a second reversal of current around
17ns.

B. Streamer evolution mechanism

Figures 3(a) and 3(b) show the spatiotemporal distribution of
electron density in streamer discharges under two types of pulses. For
comparison, both figures use the same color scale. As shown, the dis-
charge behavior is closely related to the polarity of the exposed elec-
trode. For the positive bipolar polarity, the first half-cycle exhibits a
concentrated positive streamer propagating from the anode to the
cathode. In contrast, the subsequent half-cycle, due to the reversal of
the voltage polarity, forms a negative streamer moving from the cath-
ode to the anode, resulting in a more diffuse and uniform discharge at
the electrode.23,25 Conversely, under negative bipolar pulse, the first
half-cycle displays a diffuse and uniform negative streamer propagat-
ing from the cathode to the anode, while the subsequent half-cycle,
with the reversed voltage polarity, forms a concentrated positive
streamer moving from the anode to the cathode.30 It is evident that the
discharge in the first half-cycle significantly influences the discharge in
the second half-cycle, primarily due to the memory effect caused by
the residual charges on the dielectric surface.

To compare the emission characteristics of specific molecules
under two types of pulses, it is necessary to understand their electron

TABLE II. Table of species included in the model.

Electron e
Molecule N2, O2

Ion Nþ
2 , N

þ
4 , O

þ
2 , O

þ
4 , O

�, O�
2 , O

þ
2 N2

Radical O
Excited-state particles N2 A3Ruð Þ, N2 B3Pg

� �
, N2 C3Puð Þ, O 1Dð Þ
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density and electric field characteristics in detail. The reduced electric
field evolution for positive and negative bipolar pulses is shown in
Fig. 4, where the maximum electric field at the streamer head at 5 ns
corresponds to approximately 1000Td. It can be observed that in the
first half-cycle, the propagation direction of the positive bipolar
streamer is opposite to the electron drift direction, with an extremely
strong electric field at the streamer head. In contrast, the propagation
direction of the negative bipolar streamer is consistent with the elec-
tron drift direction, with the electric field primarily concentrated near

the streamer front,23 and the electric field intensity at the negative
streamer front is much lower than that of the positive streamer.

Figure 5 shows the maximum reduced electric field and propaga-
tion speed of positive and negative bipolar pulsed streamers. The prop-
agation distance is determined by locating where the electric field at
the streamer head reaches its maximum value, thus calculating the
propagation speed. For both types of pulses, the peak streamer speed
occurs in the 3–4 ns interval, as the applied voltage starts to decrease
after 5 ns, reducing the electric field intensity. Initially, the streamer

TABLE III. Table of chemical reactions included in the model. Note: The units for the reaction rate constants of bimolecular collisions are m3 � s�1; the units for the reaction rate
constants of termolecular collisions are m6 � s�1; and the unit for Te is K.

No. Reaction Rate constant Refs.

R1 eþ N2 ! Nþ
2 þ eþ e f ðemÞ 37,38

R2 eþ O2 ! Oþ
2 þ eþ e f ðemÞ 39,40

R3 eþ N2 ! eþ N2ðA3P
uÞ f ðemÞ 37,38

R4 eþ N2 ! eþ N2ðB3Q
gÞ f ðemÞ 37,38

R5 eþ N2 ! eþ N2ðC3Q
uÞ f ðemÞ 37,38

R6 eþ O2 ! eþ Oþ O f ðemÞ 39,40
R7 eþ O2 ! eþ Oþ Oð1DÞ f ðemÞ 39,40
R8 eþ O2 ! O� þ O f ðemÞ 39,40
R9 Nþ

2 þ N2 þ N2 ! Nþ
4 þ N2 5.0� 10–41 46,47

R10 Nþ
2 þ N2 þ O2 ! Nþ

4 þ O2 5.0� 10–41 46,47
R11 Nþ

4 þ O2 ! Oþ
2 þ N2 þ N2 2.5� 10–16 46,47

R12 Nþ
2 þ O2 ! Oþ

2 þ N2 6.0� 10–17 46,47
R13 Oþ

2 þ N2 þ N2 ! Oþ
2 N2 þ N2 9.0� 10–43 47

R14 Oþ
2 N2 þ N2 ! Oþ

2 þ N2 þ N2 4.3� 10–16 47
R15 Oþ

2 N2 þ O2 ! Oþ
4 þ N2 1.0� 10–15 47

R16 Oþ
2 þ O2 þ N2 ! Oþ

4 þ N2 2.4� 10–42 46,47
R17 Oþ

2 þ O2 þ O2 ! Oþ
4 þ O2 2.4� 10–42 46,47

R18 eþ O2 þ O2 ! O�
2 þ O2 2.0� 10–41(300/(Teþ 1)) 47

R19 O� þ O ! O2 þ e 1.4� 10–16 48
R20 O�

2 þ O ! O2 þ Oþ e 1.5� 10–16 48
R21 eþ Nþ

4 ! N2 þ N2ðC3Q
uÞ 2.3� 10–12(300/Te)

0.53 48
R22 eþ Nþ

2 ! Nþ N 1.8� 10–13(300/Te)
0.39 48

R23 eþ Oþ
4 ! Oþ Oþ O2 1.4� 10–12(300/(Teþ 1))0.5 46,47

R24 eþ Oþ
2 ! Oþ O 2.0� 10–13(300/(Teþ 1)) 46,47

R25 O�
2 þ Oþ

4 ! O2 þ O2 þ O2 1.0� 10–13 47
R26 O�

2 þ Oþ
4 þ N2 ! O2 þ O2 þ O2 þ N2 2.0� 10–37 47

R27 O�
2 þ Oþ

4 þ O2 ! O2 þ O2 þ O2 þ O2 2.0� 10–37 47
R28 O�

2 þ Oþ
2 þ N2 ! O2 þ O2 þ N2 2.0� 10–37 47

R29 O�
2 þ Oþ

2 þ O2 ! O2 þ O2 þ O2 2.0� 10–37 47
R30 O� þ Nþ

2 ! Oþ Nþ N 2.0� 10–13(300/Tgas)
0.5 47

R31 N2ðC3Q
uÞ þ N2 ! N2ðB3Q

gÞ þ N2 1.3� 10–17 46
R32 N2ðC3Q

uÞ þ O2 ! N2 þ Oþ Oð1DÞ 3.0� 10–16 46
R33 N2ðC3Q

uÞ ! N2ðB3Q
gÞ 2.45� 107 47

R34 N2ðB3Q
gÞ þ O2 ! N2 þ Oþ O 3.0� 10–16 46

R35 N2ðB3Q
gÞ þ N2 ! N2ðA3P

uÞ þ N2 1.0� 10–17 46

R36 N2ðA3P
uÞ þ O2 ! N2 þ Oþ O 2.5� 10–18(Tgas/300)

0.5 46

R37 Oð1DÞ þ O2 ! Oþ O2 3.3� 10�17exp(67/Tgas) 46
R38 Oð1DÞ þ N2 ! Oþ N2 1.8� 10�17exp(107/Tgas) 46
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accelerates rapidly, reaching speeds of 105 m/s, with the positive bipo-
lar pulsed streamer even peaking at 106 m/s, then gradually decelerates
until it stops propagating. The maximum field strength at the head of
positive streamer is significantly higher than that of negative streamer,
which results in the propagation speed of the positive streamer being
higher most of the time.

These phenomena are determined by the differences in the prop-
agation mechanisms of positive and negative streamers.18,26 In a nega-
tive streamer, electrons released from the cathode migrate to and
accumulate significantly on the dielectric surface. In contrast, in a posi-
tive streamer, electrons migrate against the direction of the streamer
propagation toward the exposed anode, accelerating in response to the

FIG. 2. Volt–ampere characteristics curve of (a) þ12 kV pulse discharge (positive bipolar pulse) and (b) �12 kV pulse discharge (negative bipolar pulse).

FIG. 3. Spatiotemporal distributions of
electron density for (a) positive and (b)
negative bipolar pulsed streamers.

FIG. 4. Reduced electric field for (a) positive
and (b) negative bipolar pulsed streamers.
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electric field while losing energy through collisions with neutral gas
molecules, with ions remaining nearly stationary. Consequently, the
formation mechanisms of positive and negative streamers differ
markedly.

The positive space charge at the head of the positive streamer
leads to a very strong electric field between the streamer head and the
dielectric, forming a high field strength region with a thickness of
approximately 20–30lm. Above this region, the electric field strength
rapidly weakens. Although a high-field region also forms at the tip of
the negative streamer, its field strength is lower than that of the positive
streamer, resulting in the higher propagation speed of the positive
streamer. Another important factor is that photoionization during the
propagation of negative streamers can be neglected, whereas positive
streamers generate seed electrons through photoionization to compen-
sate for the rapid loss of electrons. As a result, the conductivity of nega-
tive streamers is relatively low. This lower conductivity leads to a
greater voltage drop within the discharge channel, resulting in a lower
voltage at the head of the negative streamer.53 As shown in Fig. 5, over
a short period, the propagation speed of the positive bipolar pulsed
streamer decreases faster, even dropping below that of the negative
bipolar pulsed streamer by the end of the pulse. This is because the
positive bipolar streamer accumulates more positive charges on the

dielectric surface, weakening the applied electric field and inhibiting
the advance of the streamer. When the pulse voltage starts to decrease
or even reverse, the effect of the surface charges becomes significantly
stronger, leading to a more pronounced decrease in the speed of the
positive bipolar streamer.

Studies have shown that the light intensity of streamer discharge
is directly linearly correlated with the high-energy excitation state of
nitrogen molecules N2 C3Puð Þ distribution.54 Therefore, Fig. 6
presents a 2D spatiotemporal distribution map of the N2 C3Puð Þ num-
ber density. Two significant characteristic regions were observed: one
is a strong light intensity region located at the streamer head, and the
other is a similar region adjacent to the exposed electrode. As time pro-
gresses, the strong light intensity in these two regions gradually sepa-
rates spatially, until around 15ns or longer, when the light intensity
between the streamer head and the near-electrode region nearly disap-
pears. This visually reflects the reconstruction and dissipation process
of the electric field on the spatiotemporal scale. In the case of negative
bipolar, the initial light intensity distribution (around 5ns) is similar to
the electron density distribution. Subsequently (around 10ns), the light
intensity tends to flatten on the dielectric surface. After the electrode
polarity reverses, the light intensity gradually increases (corresponding
to 15 ns), which is related to the enhanced electric field in the streamer
channel above the dielectric due to the reverse voltage increase. As the
voltage decreases, the light emission on the dielectric surface flattens
again. These observed phenomena are consistent with the report in
Ref. 53.

C. Surface charge and energy deposition

Figure 7 shows the spatial and temporal evolution of surface
charges on the dielectric under two types of pulses. The distribution of
surface charges reflects the trajectory of the streamers. The polarity of
the surface charge is consistent with the polarity of the applied voltage
pulse. During the first half-cycle of aþ12kV sinusoidal pulses, positive
charges accumulate on the dielectric surface. As the streamers propa-
gate and the voltage polarity reverses in the second half-cycle, the sur-
face charges gradually neutralize. However, at the end of the pulse,
positive charges remain on the dielectric surface, especially at the
streamer front. Obviously, under positive bipolar pulse, whether in the
positive pulse of first half-cycle or the negative pulse of second half-
cycle, the streamer propagation distance is significantly longer than

FIG. 5. Electric field intensity and propagation speed for positive bipolar and nega-
tive bipolar pulsed streamers.

FIG. 6. N2ðC3Q
uÞ radical density of (a)

positive and (b) negative bipolar pulsed
streamers.
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that under negative bipolar pulse. This suggests that the selection of
positive and negative pulses in the first half-cycle greatly influences the
distribution of residual surface charges on the dielectric, which plays
an important role in the nSDBD plasma discharge characteristics.

Figure 8 illustrates the spatial distribution of energy density
under two types of pulses at the end of pulse voltage (20ns). As can be
seen, the peak energy density is concentrated near the electrode and
gradually decreases along the dielectric surface, as shown in Figs. 8(a)
and 8(b). Predictably, the energy coverage in the x-direction is much
broader in the positive bipolar mode. The energy density distribution
along a 10lm line above the dielectric is shown in Fig. 8(c). Within
the 10–13lm range, the energy densities of both modes are approxi-
mately the same. However, in the 13–25lm range, the deposited
energy density of negative bipolar pulsed streamer is significantly
weaker than that of positive bipolar pulsed streamer. Figure 8(d) shows
the total energy deposition, calculated by multiplying the energy den-
sity by volume of each grid cell and integrating over the entire plasma

domain. The results indicate that the total energy under the positive
bipolar mode is significantly higher than that under the negative bipo-
lar mode. Studies have shown that higher coupled energy during dis-
charge pulses is associated with more surface charge transfer,
consistent with previous experimental observations.54

D. Behavior of electric field components

Figure 9 comprehensively illustrates the temporal and spatial evo-
lution of the horizontal (Ex) and vertical (Ey) electric field components
during the operation of SDBD under two types of pulses.
Measurements were taken at points located 100lm, 2mm, and 5mm
from the electrode interface along the x-axis, and 3lm above the
dielectric surface along the y-axis. It was observed that at 100lm near
the electrode, the electric field components first increased to their peak
values and then sharply decayed, marking the initial occurrence of
breakdown. During the first half of the pulse cycle, as the distance

FIG. 7. Temporal and spatial evolution of surface charges on the dielectric under (a) positive and (b) negative bipolar pulsed streamers.

FIG. 8. Spatial distribution of energy density under (a) positive and (b) negative bipolar pulsed streamers at the end of pulse voltage (20 ns), (c) energy density along a 10 lm
line above the dielectric, and (d) comparison of total energy deposited in the plasma region between positive bipolar and negative bipolar pulses.
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from the exposed electrode increased, the electric field components at
2 and 5mm sequentially reached their peak values, reflecting the for-
ward propagation of the streamer. Notably, before the critical point of
polarity reversal, the Ex-component exhibited signs of reversal for both
positive and negative bipolar pulses, indicating the occurrence of
reverse breakdown.

In the second half of the pulse period, the electric field compo-
nents at 100lm, 2mm, and 5mm sequentially reached negative peak
values, with subsequent significant declines also indicating breakdown
occurrence. Specifically, at 20ns, for the positive bipolar pulse, the Ex
and Ey components near the electrode at 100lm reversed again,
revealing a secondary reverse breakdown phenomenon in the electrode
region. For the negative bipolar pulse, besides the aforementioned

effects, a reversal in the Ex-component was also observed at 2mm,
indicating a more intense reverse breakdown process under negative
bipolar pulse. This conclusion can be indirectly corroborated by the
deposition of a small amount of negative surface charge in the exposed
electrode area at the end of negative bipolar pulse (as shown in Fig. 7).

Further analysis shows that the Ex and Ey components under neg-
ative bipolar pulse exhibited weaker amplitudes compared to the posi-
tive bipolar pulse. This difference can be attributed to the unique
localized high-field region at the head of the positive streamer, which
drives the streamer to form a concentrated shape and develop under
the guidance of positive space charges. In contrast, the negative
streamer maintains a more dispersed propagation state, developing
close to the dielectric surface, resulting in significantly lower

FIG. 9. Time evolution of the electric field vector components for (a) and (b) positive and (c) and (d) negative bipolar pulsed streamers at different positions, the left column rep-
resents the horizontal component Ex, and the right column represents the vertical component Ey.

FIG. 10. (a) Spatiotemporal distribution
characteristics of temperature for (a) posi-
tive and (b) negative bipolar pulsed
streamers.
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amplitudes of the Ex and Ey components compared to the positive
polarity scenario.

E. Gas temperature and pressure waves

During atmospheric pressure nSDBD discharge, the heat
release effect triggered by the interaction between charged particles
and excited-state radicals (primarily nitrogen molecule excita-
tions), known as FGH, significantly impacts the temperature
within the discharge region.46 Figures 10(a) and 10(b) illustrate the
temperature distributions calculated for 10, 100, and 1000 ns in
positive and negative bipolar pulsed streamers. For a more detailed
quantitative analysis, this study focuses on two characteristic
points: 3 lm above the dielectric surface, 10 lm and 1mm from the
right end of the exposed electrode, tracking the transient tempera-
ture changes near the electrode region and within the discharge
channel, as shown in Fig. 11. The results indicate that both polarity
pulses form distinct heating channels above the dielectric layer,
with higher temperatures near the electrode compared to the chan-
nel interior. Near the electrode, the peak temperature at negative
bipolar conditions reaches 510 K, while under positive bipolar

conditions, it is 440 K, suggesting a more pronounced thermal
effect of negative polarity pulsed discharge in localized areas.24

Within the discharge channel, the temperature rise induced by
negative bipolar pulse is about 50 K, whereas positive bipolar
pulsed discharge can cause a temperature increase of up to 140 K.
The more significant temperature rise in positive bipolar pulsed
discharge differs from the findings in Ref. 24, likely due to different
measurement locations. A point 3 lm above the dielectric surface
is selected in this work, while 25 lm above the surface is measured
in Ref. 23. The subplot in Fig. 11 reveals that within the first 20 ns
of the pulses, the temperature near the electrode (10 lm from the
exposed metal electrode) rises sharply, reaching 130 K under posi-
tive bipolar conditions and 200 K under negative bipolar condi-
tions, respectively, further emphasizing the stronger thermal
release intensity of negative polarity pulsed streamer.

Additionally, the generation and propagation of pressure waves
during the streamer discharge is a characteristic feature of nSDBD,
widely observed in experimental and numerical simulation studies.55–58

The formation mechanism of these pressure waves is closely related
to the spatial non-uniform distribution of gas temperature, which
eventually evolves into radiating pressure waves as pressure accumu-
lates. Figures 12(a) and 12(b) visually demonstrate the spatial struc-
ture of the pressure waves, including cylindrical pressure waves
centered at the edge of the exposed electrode (appearing as semi-
circles in a 2D view) and planar pressure waves parallel to the dielec-
tric surface. The cylindrical component originates from high-energy
deposition at the electrode tip, while the planar wave is attributed to
energy release within the discharge streamer. Negative bipolar pulses
generate stronger planar pressure waves, consistent with previous
studies,24,25 indicating that for a given peak voltage and pulse energy,
negative polarity pulsed streamers produce stronger pressure waves
and more effectively couple electrical energy into the near-surface
gas as heat,22 making the temperature rise effect of negative bipolar
pulse more significant. Notably, besides the positive pressure region
at the wavefront, a negative pressure area also forms within the
quarter-circle, further enriching the physical picture of nSDBD with
this complex pressure distribution pattern.

IV. CONCLUSIONS

This paper systematically investigates atmospheric pressure air
nSDBD through numerical simulations using a 2D fluid model. It
thoroughly examines the impact of sinusoidal nanosecond pulse

FIG. 11. Gas temperature variations at the electrode and within the channel under
two types of pulses.

FIG. 12. (a) Positive and (b) negative
bipolar pulsed pressure wave structure.
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voltages of two polarities on nSDBD discharge characteristics, includ-
ing discharge current, electron density distribution, electric field prop-
erties, surface charge evolution, energy density distribution, gas
temperature, and pressure waves.

The results indicate significant differences in various discharge
characteristics between positive and negative bipolar pulsed streamers,
primarily stemming from their distinct discharge mechanisms. In
terms of energy density distribution, the total deposited energy under
the positive bipolar mode is significantly higher than that under the
negative bipolar mode. However, the temperature rise induced by neg-
ative bipolar pulsed discharge around the electrodes is significantly
higher than that of positive bipolar pulsed discharge. This phenome-
non is attributed to the higher efficiency of negative bipolar pulsed
streamers in converting electrical energy into thermal energy, which
facilitates more effective coupling of thermal energy into the near-
surface gas, resulting in a significant increase in local temperature.
Moreover, the pressure waves generated by negative bipolar pulsed dis-
charges are more intense, which can be attributed to their steeper gra-
dient of gas temperature.

In summary, in-depth analysis of streamer discharges excited by
positive and negative bipolar pulses reveals significant differences in
discharge characteristics in terms of discharge current, particle density,
surface charge distribution, energy density, gas temperature, and pres-
sure waves. These research results provide important theoretical sup-
port for further optimizing nSDBD technology in applications such as
air treatment, surface modification, and airflow control.
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