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1.  Introduction

Surface dielectric barrier discharges (SDBDs) have been 
studied for decades in the aerodynamics community. A 
typical SDBD device consists of a high-voltage electrode 
placed above the dielectric surface, and a low-voltage (typi-
cally grounded or at constant potential) electrode placed 
below the dielectric surface [1–4]. At atmospheric pressure, 
microdischarges appear stochastically in the vicinity of the 
high-voltage electrode and develop into streamers propa-
gating along the dielectric surface, generating ionic wind 
and gas flow. For typical ac voltage amplitudes from a few 
kV to 20–30 kV and frequencies in the range of 1–10 kHz, 

acSDBDs can generate a flow of a few ms−1 (up to 10 ms−1). 
When the high-voltage pulses are shortened to tens or hun-
dreds of nanoseconds, the streamers start synchronously from 
the high-voltage electrode and propagate along the dielectric. 
In the case of nanosecond-pulsed SDBD (nSDBD), the 
ionic wind is no longer observed; instead a micro perturba-
tion wave will be generated from the edge of the electrode 
due to fast release of the energy stored in the electronically 
excited states [5–8]. The features of ionic wind generation 
and fast gas heating of SDBDs have been studied and utilized 
in applications such as plasma-assisted flow control [9–14] 
and plasma-assisted ignition/combustion by different groups 
since the early 2000s.
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The energy from discharge will be released through gas/
dielectric heating [15]. Comparing to a traditional heating 
strategy, e.g. resistance heating, SDBD-based heating has 
higher energy efficiency and faster rate of temperature increase, 
and thus has attracted the interest of anti-icing groups. Ice 
accretion could occur on almost all exposed frontal comp
onents when an aircraft is traveling through frozen clouds 
with super-cooled water droplets, changing the aerodynamic 
characters and weights of some critical components (i.e. air-
foil, vertical fin, aircraft engine), and potentially leading to 
loss of control and a crash [16–18].

The effect and efficiency of nSDBD-based de-icing on 
aircraft wings were confirmed in an early experiment [19] 
in 2016. Later, the concept of plasma-assisted anti-icing or 
icing control was proposed [20, 21] and a rich set of experi-
ments were conducted [22–34] in the following years. It was 
found that at the same total power input, an acSDBD has 
a better anti-/de-icing performance in comparison to a con-
ventional electrical film heater if a duty-cycle modulation 
[23, 28] is used. The temperature distributions of acSDBDs 
and nSDBDs were studied using an infrared (IR)thermal 
imaging system [26, 27]; the authors claimed that heat dis-
sipation for nSDBDs is more effective than for acSDBDs, 
suggesting better anti-icing performance. An nSDBD has the 
unique feature of fast temperature increase in the time scale 
of nanoseconds before V–T relaxation (fast gas heating, 
FGH) [6, 8, 35], but it is not yet known whether FGH is 
the main heating source in anti-icing experiments. Further 
nSDBD-based plasma-assisted anti-icing experiments have 
been conducted in static air and in icing wind tunnels by dif-
ferent groups [27, 31–33, 36, 37]. It was found that nSDBDs 
take effect under certain combinations of icing conditions 
and discharge parameters [27, 37].

Despite the increase in experimental studies, there is 
little theoretical analysis or numerical modeling devoting 
to the detailed mechanisms and underlying physics from 
the perspective of plasma physics. A theoretical analysis of 
the heat transfer process and heating efficiency is available 
in paper [27], but this is not linked to detailed experiments 
or numerical simulations due to a lack of data in the math-
ematical system. A numerical investigation was found in 
paper [38], where a phenomenological gas-heating model 
built in the paper [5] and an ice-accretion model were 
combined and tested. A number of key questions still need 
answering with the help of numerical analysis, e.g.: of gas 
and solid heating, which is more important? Of acSDBDs 
and nSDBDs, which is better? What is the mechanism of 
nSDBD-based plasma anti-icing? To answer these ques-
tions, the fundamental discharge and heating processes 
have to be understood.

The present work studies an nSDBD in the anti-icing con-
figuration using a two-dimensional multi-physics model and 
existing experimental data. The mechanisms of nanosecond-
pulsed plasma anti-icing will be discussed based on the anal-
ysis of discharge dynamics and heating processes, and its 
energy efficiency will also be studied and reviewed together 
with experimental results.

2.  Brief of experiments

This paper is a continuation of the previous paper [37] from 
the perspective of ‘simulation’ and ‘discharge’. Experimental 
data extracted from an nSDBD-based plasma anti-icing exper-
iment conducted in a closed-circuit continuous icing wind 
tunnel are used for model validation. In this section we briefly 
describe the experimental conditions and results used in this 
paper; more details of the experiments can be found in [37].

The experiments were conducted in moist air generated by 
the wind tunnel. The velocity was fixed as U0  =  65  m s−1. 
The temperature (T), median volume diameter (MVD) of the 
droplet and liquid water content (LWC) are three key factors 
affecting the icing behaviors [16]. In the experiments, the 
MVD was fixed as 25 µm, and the LWC was set as 0.5 g m−3. 
The performance of nSDBD-based anti-icing was recorded at 
T = −15 ◦C and −5 ◦C.

Geometrically, two types of nSDBD-based anti-icing strat-
egies exist in publications: the standard-airflow (or span-wise) 
configuration [27] and the stream-wise configuration [37]. 
The standard one has the advantage of combining the effect of 
flow control, while the stream-wise one is believed to be more 
flexible if the attacking angle changes frequently. Despite 
the differences, the two configurations can be studied by the 
same 2D SDBD model using an exposed electrode–encapsu-
lated electrode–exposed electrode geometry. In this work, the 
results from a stream-wise nSDBD experiment conducted in 
our group were used for model validation.

The tested stream-wise nSDBD was fabricated on a curved 
surface and installed on the airfoil, as shown in figure 1(a). 
The exposed and encapsulated electrodes, made of copper 
foil, are 2 mm and 10 mm in width, respectively, and 0.06 mm 
in height. The distance between each exposed electrode is 
10 mm. The dielectric is made of Kapton tape with a thickness 
of 0.3 mm. A homemade power supply was used to produce an 
800 ns width pulse at 7 kV and 14 kV peak voltage with 6 kHz 
frequency. The voltage and current waveforms are meas-
ured by a high-voltage probe (Tektronix P6015A), a current 
probe (Tektronix TCP0030A) and an oscilloscope (Tektronix 
DPO4104B). The temperature distribution was monitored by 
a forward-looking infrared (FLIR) thermal imaging camera 
(SC7300M) with a frame rate of 25 Hz. A Canon 80D camera 
was used to record the dynamic anti-icing process.

Figures 1(b)–(d) show the experimental results under the 
three typical icing conditions mentioned above. The figures are 
captured after 3 min operation: (b) before the icing wind tunnel 
starts, (c) in moist air with a temperature of −5 ◦C and (d) with 
a temperature of −15 ◦C. It can be seen that nSDBD can pre-
vent ice accretion under certain conditions, but not all. In cases 
of failure, the ice will grow starting from the leading edge, thus 
preventing icing on the leading edge is the key.

To find the underlying mechanisms of nSDBD-assisted 
anti-icing, and to reveal the relationship between discharge 
parameters and anti-icing performances for flexible control, 
modeling and numerical analysis based on existing exper
imental data are essential. The following section will illustrate 
the model used in this work.
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3.  nSDBD model for anti-icing configuration

PASSKEy (PArallel Streamer Solver with KinEtics) code is used 
in this work. The numerical approaches, including the code vali-
dation in two benchmark cases and comparison with experiments, 
are presented in detail in [35, 39]. This section  simply briefly 
describes the mathematical model and modifications imple-
mented to the kinetics and heat transfer for the icing conditions.

3.1.  Mathematical model

The continuity equations, combined with Poisson’s equa-
tion and discharge/afterglow chemical kinetics, were solved 
to describe the behavior of charged, neutral, and excited spe-
cies and the electric field. The first time the Boltzmann equa-
tion  for charged species is solved, the neutral species are 
assumed to be unmovable on the time scale of nanoseconds:

∂ni

∂t
−∇ · Γi = Si + Sph, i = 1, 2, ..., Ntotal� (1)

Γi = Di∇ni + (qi/|qi|)µini∇Φ, i = 1, 2, ..., Ncharge� (2)

where Φ is electrical potential, and ni, qi and Si are the number 
density, charge and source function for species i, respectively. 
The source function Si includes gain and loss terms due to gas-
phase reactions and is calculated with detailed kinetics, and 
Sph is the photoionization source term for electrons and oxygen 
ions. Di and µi are the diffusion coefficient and mobility of 
charged species, respectively. In the code, ∇ · Γi = 0 for neu-
tral species is postulated. Ncharge and Ntoal are the number of 
charged species and total number of species, respectively.

Photoionization affects the propagation and morphology 
of surface streamers. An efficient photoionization model 
based on three-term Helmholtz equations [40, 41] is used to 
calculate Sph. Despite the presence of water molecules in the 
system, we still assume that the photoelectrons come from 
ionization of oxygen molecules by vacuum ultraviolet (VUV) 
radiation from electronically excited N2 in b1Πu, b’1Σ+

u , and 
c’1

4Σ
+
u  states [42].

Poisson’s equation  is solved without taking into account 
the current in the material:

∇(ε∇Φ) = −
Nch∑
i=1

qini − ρc� (3)

where ε is the relative permittivity of the dielectric (εd = 3.9) 
and gas (εg = 1.0), and ρc is the charge density, satisfying the 
continuity equation for charges on surfaces:

∂ρc

∂t
=

Nch∑
i=1

qi[−∇ · Γi].� (4)

Finally the system of equations is added with Euler equations:

∂U
∂t

+
∂F
∂x

+
∂G
∂y

= S
� (5)

U =




ρ

ρu
ρv
e


 , F =




ρu
p + ρuu
ρuv

(e + p)u


 , G =




ρv
ρuv

p + ρvv
(e + p)v


 , S =




0
0
0

Sheat




�
(6)

where ρ  is total density of air, u and v are the velocities in 
two dimensions, and e is the specific total energy. The reactive 
Euler equations are closed by the equation of state:

p = (γ − 1) ρi� (7)

where i = e −
(
u2 + v2

)
/2 is the specific internal energy.

The FGH energy is calculated from kinetics equations and 
used as the source term Sheat in equation (6). The calculated 
density, pressure and temperature from the Euler equations are 
in turn used to update the reduced electric field, Helmholtz 
equations and kinetics.

3.2.  Modifications for water addition

The presence of water requires modifications to the model. 
Water is available in the system in two states: gas vapor and 
liquid droplets.

Figure 1.  Stream-wise nSDBD: (a) geometric configuration; photos captured by Canon 80D camera in different conditions after 3 min 
operation: (b) dry air; (c) successful anti-icing; (d) ice accretion over the nSDBD.
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The saturation pressure Pws of water in moist air can be 
estimated according to [43]:

Pws[pa] = 610.78e(T[◦C]/(T[◦C]+238.3)×17.2694)� (8)

where T is the dry-bulb temperature of the moist air. The 
partial pressure calculated for molecular gas H2O for atmo-
spheric pressure at −15 ◦C is 191 Pa, thus the percentage of 
water vapor in cases studied in this work is 0.19%.

The addition of 0.19% water vapor leads to slight changes 
in the transport coefficients and kinetics. To address these 
changes, the electron swarm parameters were recalculated 
with the help of the BOLSIG  +  package [44] by taking into 
account electron impact cross-sections of H2O [45].

The kinetics scheme used in this work is based on [46]. 
The original kinetics scheme is a combination of kinetics for 
the description of streamer propagation [47] and FGH [48] 
in air, and was validated in paper [35]. Paper [48] concluded 
that the presence of water molecules in air does not lead to an 
increase in the fraction of energy converted to gas heating, due 
to ion–molecular reactions involving H2O and reactions of 
dissociative electron–ion recombination of H3O+ ions. Paper 
[49] conducted two-dimensional simulations of streamer dis-
charges in humid air with 0.1% and 2% water vapor using 
a reduced set of kinetics and calculated the energy released 
from each reaction up to 3 µs. The results show that with 
0.1% water vapor, which is close to the case in this study, 

the fractional contribution of FGH is the same as dry air 
(quenching of O(1D), N2(B, C) and dissociation of O2). Based 
on this analysis, the original kinetics scheme is updated by 
combining the H2O-related FGH reactions in [49]. The added 
reactions are listed in table 1.

As well as in a vapor state, water also affects the discharges 
in the form of droplets. Liquid water can be considered as a 
dielectric with high permittivity (εwater ≈ 80). In experiments 
the water droplets will flow together with the inflow and stag-
gered on the airfoil front. We take a finite region on the leading 
edge to make an estimation. During the time interval between 
pulses, the layer thickness of the accumulated liquid water on 
the finite region can be calculated according to velocity, LWC 
and f :

hliquid = LWC × U0/ρf� (9)

where LWC = 5 × 10−4 kg m−3, U0  =  65 m s−1, f   =  6 kHz, 
and ρ = 103 kg m−3. Equation  (9) gives hliquid  =  5.4 nm. 
Taking the capacitance of the dielectric C ∼ ε/d, the capaci-
tance of the water film formed between each pulse would be 
about (εwater/εdielectric)× (ddielctric/dwater) ≈ 107 times the 
capacitance of the dielectric, thus the total capacitance cal-
culated from C−1 =

∑
C−1

i  indicates that there is almost no 
influence when water droplets attach to the airfoil surface. 
Despite the tiny influence of the water film on the discharge, 
it is interesting to note that hliquid  =  5.4 nm is within the range 

Table 1.  Added reactions for FGH in nSDBD in presence of water vapor.

No. Reaction Rate constant(a) Reference

R1 e + H2O → e + e + H2O+ f (σ, E/N) [45]

R2 e + H2O → e + H + OH f (σ, E/N) [45]
R3 e + H2O → e + O + H2 f (σ, E/N) [45]
R4 e + H2O → H− + OH f (σ, E/N) [45]
R5 e + H2O → OH− + H f (σ, E/N) [45]
R6 e + H2O → H2 + O− f (σ, E/N) [45]
R7 e + N2 → e + N2(a) f (σ, E/N) [48, 50]
R8 H2O+ + e → OH + H 3.8 · 10−7 [49, 51]

R9 H2O+ + e → H2 + O 1.4 · 10−7 [49, 51]

R10 H2O+ + e → H + H + O 1.73 · 10−7 [49, 51]

R11 H2O+ + O− → H2O + O 4.0 · 10−4 [49, 51]

R12 H2O+ + O−
2 → H2O + O2 4.0 · 10−4 [49, 51]

R13 O−
2 + H → HO2 + e 1.2 · 10−9 [52, 53]

R14 O−
2 + H → OH− + O 1.5 · 10−9 [52, 53]

R15 H− + H2O → OH− + H2 3.8 · 10−9 [53, 54]

R16 H− + H → H2 + e 2.0 · 10−9 [53, 55]

R17 H− + O2 → HO2 + e 1.2 · 10−9 [53, 56]

R18 OH− + H → H2O + e 1.4 · 10−9 [52, 53]

R19 OH− + O → HO2 + e 2.0 · 10−6 [53, 56]

R20 N2(a) + O2 → N2(v) + O + O(1D)  +  0.89 eV 2.8 · 10−11 [48]

R21 O + HO2 → OH + O2(v)  +  1.54 eV 2.7 · 10−11 [49, 57]

R22 OH + O → O2(v) + H  +  0.51 eV 2.4 · 10−11 [49, 57]

R23 O(1D) + H2O → OH + OH  +  0.86 eV 2.2 · 10−10 [49, 57]

R24 N2(a) + H2O → N2(v) + OH + H  +  2.26 eV 3 · 10−10 [49, 54]

a Rate constants are given in cm3 · s−1. The energy release in each reaction is from the work of [48, 49, 53]. E/N, the reduced electric field in unit Td, is 
defined by E[V]/N[m−3]× 1021, with N being the number density of neutral gas.
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of depth that plasma in gas could penetrate into liquid water 
[58, 59]. If the liquid water film changes into solid-state ice, 
the thickness would increase slightly to 6.0 nm.

We measured the voltage–current curves to determine the 
influence of the presence of water on the discharge in the 
icing wind tunnel. With the same voltage input, the discharge 
current in the presence of sprayed water increased by 3% on 
average, leading to a 6.7% increase in total energy deposition, 
as shown in figures 2(a) and (b). This is caused by the effects 
of possible signal noises and the change of permittivity in the 
discharge region due to the presence of water. Nevertheless, 
the above analysis and the tiny experimental difference indi-
cate that water in liquid state in this study does not cause sig-
nificant differences to the discharge itself.

3.3.  Modifications for solid heating

As mentioned previously, between the exposed and encapsu-
lated electrodes there is a solid layer (dielectric and a thin layer 
of ice). The heating of solid material is an important feature 
of SDBD, and many groups [15, 22, 37] have monitored the 
temperature using IR cameras. The experimental results are 
usually obtained on time scales from hundreds of milliseconds 
to several minutes, but the heating process starts immediately 
after discharge. It is not yet clear whether or not the emission 
collected by the IR camera comes from the gas or dielectric.

The temperature increase in the dielectric may be caused 
by heat convection from the gas discharge region, a hysteresis 
phenomenon, or direct ion bombardment. An example is pre-
sented in figures 3(a) and (b). We conducted a mini experiment 
using two IR cameras with 25 and 1000 Hz time resolution. 
Figure 3(a) is captured 40 ms after one pulse in dry air; there 
is a diffusive heated region with a temperature increase of 
0–2 K. Figure 3(b) is taken 1 ms after the first discharge pulse; 
the filament structure indicates that the heating may originate 
from the discharge region or from the dielectric bombarded by 
the ions in the streamers.

Rodrigues et al [15] concluded that for voltages above the 
breakdown voltage, gas heating is responsible for the majority 

of the consumed thermal power. In an nSDBD, the voltage 
rises rapidly above the breakdown voltage at the beginning of 
the pulse, and thus dielectric heating caused by a hysteresis 
phenomenon can be neglected. In this work we will discuss 
the heat contribution from the discharge region: convection 
and ion bombardment on the time scale of one duty cycle.

It should be mentioned here that the  ∼5 nm ice layer 
and  ∼0.1 mm dielectric layer were not modeled separately, 
for the following reasons: (i) the aim of this work is to quali-
tatively study the influence of different heating sources on 
the solid region and to provide evidence for mechanism anal-
ysis; and (ii) to obtain the complete information, additional 
changes, including a much smaller mesh (from µm to nm) and 
additional phase changing processes, are required, leading to 
additional work that goes beyond the scope of this stody.

To quantify the heating of the solid region, the heat transfer 
equation is solved for the solid material:

Figure 2.  Experimental measurements of (a) electric current, measured with and without water spraying in the wind tunnel; (b) deposited 
energy of one pulse, calculated by integration of the product of voltage and current.

Figure 3.  Comparison of IR images captured by IR thermal 
imaging systems with different time resolutions: (a) 40 ms and  
(b) 1 ms. The upper grey rectangle represents the exposed electrode.

J. Phys. D: Appl. Phys. 53 (2020) 145205
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ρsolidC
dT
dt

−∇ · (∇(kT)) = 0.� (10)

The heat capacity and mass density of the dielectric are 1090 
J mol−1 · K and 1.42 × 103 kg m−3, respectively.

3.4.  Geometries, initial/boundary conditions and validations

A computational domain of size 5 cm × 5 cm was used in the 
PASSKEy code, and five electrodes were distributed uni-
formly above the dielectric to reproduce the configuration 
used in experiments in [37], as shown in figure 4. A uniform 
Cartesian mesh was used. A mesh size of 8 µm was assigned 
for the plasma region. In the adjacent-to-plasma region of 
solid (dielectric) the mesh was refined to be 1 µm. The mesh 
size of the exposed electrode was not specifically defined; the 
electrode does not cover the main anti-icing region, and the 
contact area with the plasma is too small.

The details of the boundary conditions in the PASSKEy 
code of the Poisson equation, Helmholtz equations and conti-
nuity equations are described in [35]. An isothermal boundary 
condition was defined for the heat transfer equation of a solid. 
The solid-gas interface was set based on the assumption of ion 
bombardment and thermal conduction.

The fluid model incorporated in the PASSKEy code does 
not solve for ion energy flux; thus in this work, to estimate the 
effect of ion bombardment, we assume the total energy stored 
in ions Wion = Jion · E  in the last plasma mesh nodes at the 
interface was transmitted to the adjacent solid nodes immedi-
ately, i.e. all ions in the last mesh adjacent to the solid will col-
lide with the solid and transfer all the energy to it. The thermal 
energy flux in the gas can be calculated by Euler equations and 
then flow into the solid, assuming that ∇Γthermal = 0.

The initial condition was given by setting a background 
electron density of 104 cm−3 across the entire plasma region. 
The previously used initial ‘Gaussian plasma spot’ near the 

edge of the electrode for modeling nanosecond-pulsed dis-
charges was not used in this work, because the voltage rising 
time in this work (≈300 ns) is much longer than in the pre-
vious case (2–3 ns), so the artificial plasma spot will cause 
unphysical current jumps.

Code validations were conducted in addition to the existing 
benchmark cases presented in [35]. The conditions in an icing 
wind tunnel are not appropriate for time-resolved spectroscopy 
diagnosis. The best data available for direct comparison is dis-
charge current. Note that the voltage probe and current probe 
were not positioned at the same point; there were tens of nano
seconds of shift on the time axis.

The time shift can be corrected by reducing the maximum 
voltage below the breakdown threshold, and overlapping the 
current with the time derivative of voltage [60]. We conducted 
this procedure and found that the calculated discharge currents 
at two voltage pulses agree well with experimental measure-
ments, as shown in figure 5.

3.5.  Coupling of physics and scales

Plasma-assisted anti-icing is a multi-phase, multi-physics and 
multi-scale problem. The studied system in this work includes 
gas (air with water vapor), solid (ice and dielectric) and liquid 
(water drops). In this work the phase change is not considered; 
the modifications for solid phase and water vapor have been 
introduced in sections 3.2 and 3.3. In this section we make 
a brief summary of the coupling strategies for the multiple 
physics and time scales. A schematic is shown in figures  6 
and 7. The details and rationale of the strategies will be given 
together with the results in the following sections.

The aim of coupling between plasma and fluid is to have a 
feedback from fluid to plasma and vice versa, thus the same 
time step and mesh size as in plasma were used. The Euler and 
plasma equations were calculated together in every time step, 
and coupled through the exchange of gas density and FGH 

Figure 4.  Computational domain and mesh distribution (units in mm) for different equations. Transport equations: light blue domain; 
Poisson’s equation and Helmholtz equation: entire domain; Euler equations: light blue and grey domains; solid heat transfer equations: dark 
grey domain.

J. Phys. D: Appl. Phys. 53 (2020) 145205
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power source. The solid was coupled with the plasma through 
ion bombardment and with gas through thermal diffusion, as 
is shown in figure 6.

In each time step, the FGH energy was calculated together 
with the kinetics equations, and used as a source term for the 

gas energy conservation equation  (6) in the next time step. 
The ion bombardment energy was calculated with the trans-
port equation for ion flux, and used as the heat flux source of 
the solid boundary. Updated gas density was used to calculate 
E/N, and the photoionization model. When the plasma and 

Figure 5.  Comparison of measured and calculated discharge current at (a) 14 kV peak voltage; (b) 7 kV peak voltage. The pulse with 7 kV 
peak value is studied in the following sections.

Figure 6.  Schematic of multi-physics coupling strategy.

Figure 7.  Schematic of multi-scale coupling strategy.
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fluid were calculated together, the fluid velocity was solved 
in fluid equations  but not coupled into the flux term of the 
plasma equation (1), (i) to reduce the non-linearity of problem 
and (ii) because the velocity of the fluid on a nanosecond time 
scale would have a tiny effect on discharge features.

The physics were coupled on different time scales, as 
shown in figure 7. FGH energy comes mainly from the fast 
quenching of excited N2 and O atoms, and at atmospheric 
pressure the time scale is tens to hundreds of nanoseconds. Ion 
bombardment happens when a high electric field exists during 
the discharge stage. Although thermal diffusion has a much 
longer time scale (microseconds to milliseconds), the plasma 
and fluid equations are coupled directly (to calculate temper
ature rise) in the code, and thermal diffusion is also calculated 
during discharge. Thus, during a voltage pulse (0–1000 ns) 
three physics are solved simultaneously with the same time 
step and mesh in each time step.

On longer time scales (� 1 µs), the kinetics scheme is no 
longer accurate due to the absence of vibrational–translational 
relaxation chemistries, so we only calculated equations (5)–
(7) for fluid and equation (10) for solid to estimate the upper 
limit of the temperature rise in one duty cycle (∼160 µs). The 
heating source term for the fluid dynamics equations was recal-
culated from the measured total energy deposition (integration 
of voltage and current in figure 5) and averaged over the dis-
charge region calculated in the first 1 µs. Plasma dynamics is 
not studied on such a long time scale and the temperature rise 
calculated from this method is obviously an overestimation; 
nevertheless, it gives a brief insight into the upper limit of 
heating performance of this nSDBD, and is still very useful 

in supporting the analysis of the anti-icing mechanism, which 
will be shown in section 4.2.

4.  Results and discussion

4.1.  Discharge evolution and merging

Gas discharge is the first stage in the nSDBD-based anti-icing 
application. We traced the evolution of discharge over the 
pulse duration, and plotted the electron density and electric 
field at four typical moments: current jump (150 ns), pulse 
plateau (350 ns), negative pulse (800 ns) and end of pulse 
(1000 ns) in figures 8 and 9.

Two streamers with the same polarity propagate from the 
electrode edges toward each other. The electron density in the 
main body of the streamer is of the order of 1018 m−3 with 
a peak density of the order of 1020 m−3 near the dielectric 
(figure 8(a)). The electric field is high in the ionization head 
and near the electrodes (figure 9(a)).

During the plateau of the pulse, the voltage slightly 
decreases, the electric field on the dielectric increases due to 
charge accumulation (figure 9(b)), and the electron density 
near the electrodes decreases. In the gap center, the plasma 
bulk is sustained due to the electric field induced by surface 
charge, as can be seen in figure 8(b). The density distribution 
is symmetric.

Starting from 500–600 ns, the voltage drops rapidly 
below 0, the electric field in the gap reverses (figure 9(c)) 
in the direction from the gap center to the electrodes, and 
negative streamers appear (figure 8(c)) near the electrodes 

Figure 8.  Evolution of electron density under a pulse of 800 ns width at four typical moments. Units in m−3.
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and propagate to the center. The length of the negative 
streamer Lneg  =  0.2 c, agrees with the approximation formula 
Lneg ≈ Vpeak[kV]/32[kV cm−1], where Vpeak = 7 kV is the 
peak voltage and 32 kV cm−1 is the threshold field of ioniz
ation for air at atmospheric pressure.

At the end of the pulse, the voltage rises from  −0.5 kV to 0, 
causing the electric field to reverse again (figure 9(d)). A weak 
discharge starts near the electrodes ((figure 8(d))), leading to a 
jump in current value as shown in figure 5(b).

An interesting question with practical implications is: in 
the anti-icing configuration, will the counter-propagating sur-
face streamers merge or will the two ionization heads stop 
somewhere, leaving an unheated region in the middle? What 
is the key factor affecting this phenomenon? 

For a standard ‘airflow’ configuration, the length of the dis-
charge region is dominated by the positive-polarity streamer, 
which is at least 2–3 times the distance of a negative streamer 
under the same voltage [35], that is, 0.4–0.6 cm in this work. 
More precisely, a recent analytical estimation [61] reveals that 
the length of a positive surface streamer Lpos is a function of 
peak voltage Vpeak during discharge:

Lpos ≈
2hdvicVpeak

KeE2
c

� (11)

where hd = 50 µm is the thickness of the streamer, 
vic = 3.5 × 10−11 s−1 is the reduced ionization fre-
quency, Ke = 600 m2 V−1 s−1 is the electron mobility and 
Ec = 277 kV cm−1 for an atmospheric surface streamer.

Substituting the experimental voltage Vpeak = 7 kV into 
equation (11) gives Lpos ≈ 0.53 cm. This Lpos value is just half 

the electrode distance, so ideally the two streamers could just 
cover the entire gap. To check the behavior of the two counter-
propagating streamers at this critical condition, we plot the 
evolution of electric field vectors at the approaching moments 
in figure 10.

The characteristic propagation time of a surface streamer is 
in the range of 2–10 ns; however, figure 10 indicates clearly 
that the streamers are still propagating 60 ns after ignition. 
As the streamers approach, the propagation velocity of each 
streamer decreases dramatically from the order of mm/ns to 
40 µm ns−1, the electric field vectors are directed mainly to 
the perpendicular surface between the two ionization heads, 
and with the increase in voltage during propagation, the sur-
face charge deposition from the ionization heads grows. At the 
end of propagation, the two streamers do not merge, leaving 
0.1 mm distance between them.

It should be noted here that the voltage pulse studied in this 
work is of the order of  ∼800 ns width and only 7 kV in ampl
itude; the evolution of the discharge parameters is not exactly 
the same when using an ultrashort nanosecond high-voltage 
pulse (∼10 ns) as in [27]. Here we calculated an additional 
case (‘CASE 2’) using a typical ultrashort pulse generated by 
a commercial FID Technology pulser (FPG20–03PM/NM) 
with 24 kV peak voltage, 20 ns pulse width and 2 ns rising 
time to compare with the previous one (‘CASE 1’).

The evolution of the electron density and reduced electric 
field of CASE 2 is shown in figures 11 and 12. Both the elec-
tron density and electric field are much higher than the case of 
a longer pulse. It is clearly seen that with an ultrashort voltage, 
two positive streamers confront each other (figures 11(a) and 

Figure 9.  Evolution of reduced electric field under a pulse of 800 ns width at four typical moments. Streamlines are added for each figure. 
Units in Td.
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(b)) during the rising time, merge after 2.5 ns (figure 11(c)), 
and negative discharges then start before the streamer channel 
decays (figure 11(d)). The electric field in CASE 2 also has a 
‘propagation with ionization head—direction reverse—decay’ 
process as in CASE 1, but the electric field in the middle of the 
gap is much smaller(<20 Td).

If we solve equation  (11) for the 24 kV, 2 ns rising time 
case, we will have L′

pos ≈ 1.83 cm. Thus even a single 
streamer could cover the entire gap, which is a rather different 
situation to the 7 kV case. We draw the electric field vectors 
before and after the moment of approach in figure 13. It can be 
seen that the two streamers merge within 0.5 ns; the ionization 
heads disappears, leaving a small region of low electric field 
caused by residual charges in the gap.

Zooming in on the about-to-touch region for each case 
gives figures 14(a) and (b), the electron density distribution 
after the streamers stop. In CASE 1, the streamers are already 
at the end of the propagation stage when approaching each 
other, and the appearance of a counter-propagating streamer 
reduces the discharge length of each streamer. The behav-
iors of two counter-propagating volumetric streamers have 
been studied experimentally [62] and numerically [63]; 
the authors concluded that counter-propagating streamers 
driven by the same voltage will not merge [63], and with 
the decrease in potential on the electrode, the electric field 
between the ionization head will rise, leading to a secondary 
glow in helium [62]. The phenomenon in CASE 1 is similar 
to that of volumetric streamers: the streamers slow down 
initially and stop before merging, and the electric field in 

the middle gap is higher when the electrode potential drops 
(figure 9(c)).

In CASE 2, the two streamers are ‘connected’ after 
touching, significantly different to CASE 1 and the case of 
volumetric streamers. This phenomenon is quite counterintui-
tive, as existing studies have shown that counter-propagating 
volumetric streamers will not merge/touch. Our explanation is 
that the counter-propagating volumetric streamers will slow 
down due to the strong charge layer of the same polarity in 
another ionization head, but the surface streamer is different 
to the volumetric one: (1) it is attached to the dielectric, and 
the charge in the ionization head will be lost on the surface 
when the two ionization heads approach; (2) the electric field 
is very strong between the streamer body and the dielectric 
but much weaker on the upper side, and once the ionization 
heads disappear it is possible for the two streamers to merge 
gradually. Figures 10 and 13 show that as the two streamers 
approach each other, the electric field in the ionization head 
is directed towards the surface and the strong charge layers 
are deposited onto the surface; this is very different from the 
case of volumetric streamers. As a result, the two streamers 
are finally ‘connected’.

Comparison between the CASE 2, CASE 1 and volumetric 
counter-propagating cases indicates that: (1) the dielectric 
surface may play an important role. The electric field in the 
ionization head is mainly directed perpendicularly to the sur-
face, as is shown in CASE 1. (2) The maximum voltage Vpeak 
during discharge propagation may be another influencing 
factor as it decides the discharge length Lpos in nSDBD. If the 

Figure 10.  Evolution of electric vectors at moment of streamer approach for Vpeak = 7 kV case. The vector length is linearly proportional 
to the absolute electric field. The contour color indicates the distribution of the reduced electric field.

J. Phys. D: Appl. Phys. 53 (2020) 145205



Y Zhu et al

11

Figure 11.  Evolution of electron density under a pulse of 20 ns width at four typical moments. Units in m−3.

Figure 12.  Evolution of reduced electric field under a pulse of 20 ns width at four typical moments. The streamlines are added for each 
figure. Units in Td.
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sum of the lengths of the two streamers calculated from equa-
tion (11) is significantly larger than the electrode distance, the 
surface streamers will merge as in CASE 2. Currently we have 
no experimental results to support or validate this ‘merging’ 
phenomenon by numerical observation. Such an experiment 
is out of the scope of the topic of plasma-assisted anti-icing, 
but it is nonetheless a very interesting topic to be studied in 
the future.

4.2.  Heating of gas and solid

The energy transmitted to discharge will be released into gas 
through heating. We calculated the temperature rise during 
the pulse due to FGH and probed four points in the streamer 
channel. The results are shown in figure 15. The probes are 
positioned at 0.2, 1.2, 2.2 and 3.2 mm from the exposed elec-
trode, 0.03 mm above the dielectric. The temperature rise can 
reach a maximum of 30 K in the first 200 ns near the elec-
trode, and then decays due to heat diffusion (figure 15(b)).

The estimated upper limits of temperature rise in static 
and flowing air at point A are presented in figure  15(c). 
An important conclusion can be drawn here: the heated 

discharge region cannot be kept at experimental airflow 
velocity (65  m s−1) at the leading edge of the airfoil. In 
the case of an ultrashort voltage pulse [27], the deposited 
energy would be smaller and thus the temperature would 
drop even faster. In other words, the mechanism of nSDBD-
based anti-icing does not produce a sustainable heated 
region above the dielectric.

The role of solid heating in nSDBD for anti-icing applica-
tions is still under dispute. Does the IR image in figure 3 exactly 
represent the solid temperature? What is the role of solid heating 
in nSDBD-based plasma anti-icing? To answer these questions, 
we probe the calculated temperature rise 2.5 mm from the elec-
trode, below the surface at different depths (1, 3, 5 and 7 µm), 
and show the results in figures 16 and 17.

Figure 16 shows the calculated temperature rise due to 
ion bombardment during the discharge. At the end of the first 
voltage pulse, the order of temperature rise is 10−3 K at sev-
eral micrometers depth. Obviously, the ≈2  K temperature 
rise in the filaments of figure 3 does not originate from ion 
bombardment.

Figure 17 shows the estimated upper limit of temper
ature rise in the solid in one duty cycle in static air and in 

Figure 13.  Evolution of electric vectors at moment of streamer approach for the Vpeak = 24 kV case. The vector length is linearly 
proportional to the absolute electric field. The contour color indicates the distribution of the reduced electric field.

Figure 14.  Distribution of normalized electron density when the two streamers stop. The streamers stop in (a) the 7 kV, 400 ns rising time 
case, and merge in (b) the 24 kV, 2 ns rising time case.
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experimental air velocity (65  m s−1). The temperature rise 
caused by heat diffusion from gas is 5–10 times larger than 
that of ion bombardment. Despite the fact that the results in 
figure 17 are an overestimation of temperature rise (assuming 
all deposited energy is transferred into gas) due to thermal 
conduction, it provides some key information:

	 (i)	�The temperature increase at the end of one duty cycle  
(160 µs) is not 0, indicating that the energy can be ‘stored’ 
and accumulated in the dielectric layer at each cycle pulse. 
Thus, after thousands of duty cycles, the temperature 
increase could be significant. This thermal accumulation 
effect may lead to damage of the thin dielectric mat
erial after long operation without any cooling methods. 
In practical applications, specialized materials, smart 
cooling structures or a modulated discharge scheme are 
of crucial importance.

	(ii)	�Thermal conduction is the main mechanism heating the 
solid, while ion bombardment is much weaker. However, 
neither thermal conduction nor ion bombardment could 
explain the ≈2 K temperature rise shown in figure 3. The 
temperature derived from the IR camera should be the gas 
temperature at the beginning, and possibly the mixing of 
gas and solid/liquid temperature at longer time scales.

	(iii)	�Note that there is a thin layer of supercooled ice/water 
with thickness 4–5 nm above the dielectric. It is very 
interesting that the integrated thermal flux over one duty 
cycle and the energy required for heating the thin ice/
water layer up to 0 ◦C is of the same order. A simple 
check can be done: assume the heated depth of the solid 
is only 7 µm, and take the temperature rise at 3 µm depth 
as an average, estimating the heating energy flow into the 
solid and only into water film, respectively using:

Q ∼ ρC∆T × Depth� (12)

		 where for the solid dielectric, Cs = 1.09× 
103 J mol−1 · K, ρs = 1.43 × 103 kg m−3, Depths = 7 × 10−6 m 
and ∆Ts = 0.03 K for the solid. Equation  (12) gives 
Qs ∼ 0.33 J m−2 for the solid region. If we substi-
tute Cw = 4.2 × 103 J mol−1 · K, ρw = 103 kg m−3, 
Depthw = 5.4 × 10−9 m  and ∆Tw = 15 K to calculate 
for the water film, we will have Qw ∼ 0.34 J m−2. For 
ice Ci = 2.1 × 103 J mol−1 · K, ρi = 0.9 × 103 kg m−3,   
Depthi = 6.0 × 10−9 m and ∆Ti = 15 K gives  Qi ∼ 0.17 J m−2. 

The above estimation confirms that Qs, Qw and Qi are of the 
same order, and the thermal flux from the discharge region 
into the water/ice layer is capable of heating them above  
0 ◦C. This conclusion forms the basis for energy analysis in 
the following sections.

Figure 15.  Temperature increase in the gas. (a) Calculated 2D distribution at 800 ns; (b) calculated temporal evolution of temperature 
increase in one pulse at four points marked in (a); (c) estimated temporal evolution of temperature increase in one duty cycle at point a in 
case of static air and 65 m s−1 flowing air; the temperature increase is calculated assuming all the deposited energy is transferred to the 
discharge region uniformly.

Figure 16.  Calculated dielectric temperature increase caused by 
direct ion bombardment in one pulse at depths of 1, 3, 5 and 7 µm. 
The attached IR image is for reference.
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4.3.  Pressure waves and vaporization

There is some dispute over whether or not the ‘micro-shock-
wave’ generated in an nSDBD [5, 10, 35] works in de-icing/
anti-icing applications by repelling the water drops (figure 
18(a)), and whether or not the micro-size supercooled water 
drop could be heated to above 0 ◦C or vaporized in the heated 
gas before reaching the dielectric.

The first question can be answered using the modeling 
results of fluid equations. As shown in figure 18(b), the pres
sure wave in this work is rather weak: there is a pressure 
increase of only 500–2000 Pa within the 1.5 mm distance 
from the electrode in the first 700 ns. The pressure wave then 
decays soon afterwards. At this level of pressure perturbation, 
the velocity change ∆u on a tiny water drop can be simply 
calculated by

∆u = F∆t/m = ∆PS∆t/m� (13)

where the pressure increase ∆P = 2000 pa, the cross-section of 
the water drop S = π(MVD/2)2 ≈ 1.56 · 10−10 m2, the mass 
of water drop m = ρ · 3π(MVD/2)3/4 = 4.6 · 10−12 kg, and 
the affecting time calculated from the pressure-affected region 
∆t = 10−4[m]/65[m/s] = 1.5 · 10−6 s. Substituting into 
equation (13) we get ∆u ≈ 0.1 m s−1, which is only 0.15% 
of the water drop velocity. Thus the impact of the ‘micro-
shockwave’ could be neglected in anti-icing applications.

For the second question, we estimated the time taken 
for a 65 ms−1 droplet to flow through the heated region ( ≈
0.1 mm; see figure 15) is approximately 1.5 µs. The discussion 

of figures 16 and 17 in the previous section already highlighted 
that in such a short time (within one duty cycle), the temper
ature rise of materials with similar thermal characters is only of 
the order of 10−3 K, so the water drops cannot be heated above  
0 ◦C.

Another question of interest is: will the droplets reduce in 
size when traveling in the heated region? The diameter of a 
supercooled water droplet D at a higher temperature can be 
calculated according to the ‘square law’ [64]:

D2 = D2
0 − kt, k =

8λ
ρwaterCp

Nu∗

2
ln(1 +

Cp(Tamb − Twater)

h
)

� (14)

where D0 = MVD = 25 µm is the original diameter,  
λ = 2.48 · 10−2 is the thermal conductivity of air, 
ρwater = 103kg m−3 is the water density, Cp = 4.2kJ mol−1 · K 
is the heat capacity of water, Nu∗ = 2 + 0.6Re0.5Pr0.33 is the 
Nusselt number, Re = 4062 is the Reynolds number of air, 
Pr = 0.7 is the Prandtl number of air, Tamb and Twater are the 
temperatures of the ambient air and the droplet, respectively, 
and h = 2256 kJ kg−1 is the vaporization latent heat.

The evolution of a single droplet diameter calculated from 
equation (14) is plotted in figure 19(a). It takes 200–300 µs to 
achieve total vaporization, much larger than the 1.5 µs heating 
time. However, if we zoom in on the time scale of discharge 
pulse 0–225 ns, as shown in figure 19(b), it is interesting to 
find that it takes only 75–125 ns for the droplet to reduce by 
5 nm (corresponding to the maximum thickness of the water 

Figure 18.  Schematic figure of shockwave–droplet interaction in (a) and the calculated pressure perturbations caused by the ‘micro-
shockwave’ in (b); units in Pa.

Figure 17.  Estimated upper limit of dielectric temperature increase due to heat transfer from gas at depths of 1, 3, 5 and 7 µm in (a) static 
air and (b) 65 m s−1 flowing air.

J. Phys. D: Appl. Phys. 53 (2020) 145205



Y Zhu et al

15

film formed on the surface at the end of each duty cycle; see 
equation (9). This is additional evidence supporting the con-
clusion of the previous section: the heat flux from the heated 
gas directly to the water/ice layer is the main mechanism of 
nSDBD-based plasma-assisted anti-icing.

4.4.  Energy analysis for anti-icing applications

In previous sections  we concluded that the heat energy 
for anti-icing comes directly from heated gas. The time 
to remove the thin water layer formed on the surface is 
only tens to hundreds of nanoseconds, thus vibrational–
translational relaxation does not dominate. Combination of 
these two facts indicates that FGH might play a key role 
in nSDBD-based plasma-assisted anti-icing. In this section, 
we analyze the FGH energy and anti-icing energy to verify 
the role of FGH.

Figure 20 shows the calculated total and FGH energy den-
sity averaged within the 0–50 µm range above the dielectric. 
An analytical total energy deposition calculated according 
to [65, 66] is presented for direct comparison and valida-
tion. The fractional ratio ηFGH ≈ 6% is evaluated by fitting 
ηFGHWtotal,analytical with WFGH,calculated.

There is another factor of interest, η = Emelt/Edep, the frac-
tional ratio of anti-icing energy Emelt and total deposited energy 
Edep. The total deposited energy can be calculated by inte-
grating experimental voltage and current, Edep =

∫
V(t)I(t)dt . 

For Emelt, we take a finite surface L × W on the leading edge 
of the airfoil (where the icing starts); the energy required to 
melt the ice film formed in one duty cycle can be evaluated by 
the following expression [19, 37]:

Emelt = LWC · uWL
f

(C ·∆T + H)� (15)

where L is the length of the heating/discharge region of a 
single streamer, W is the length of the electrode, u is the flow 
velocity, ∆T is the temperature difference between the ice and 
0 ◦C, and H is the latent heat of fusion required for the ice to 
change phase.

It should be noted that equation (15) has to be corrected for 
nSDBD-based anti-icing applications in three aspects:

	 (i)	�To remove the latent heat term H. In [19] this expression 
is built assuming that ice of a certain mass ∆m  already 
forms, while in this work, the supercooled water is either 
heated/vaporized before icing or melted after icing in 
each duty cycle, so the latent heat contributes to both 
gas and solid heating energy. In the previous paper [37], 
a preliminary calculation taking H into account is con-
ducted, but we later found that the energy deposition per 
unit length of electrode in that paper is not accurate; the 
corrected value of η in [37] is about 36%. However, the 
fraction of discharge energy converted to gas heating in 
nanosecond discharges does not exceed 30% [48]. This 
high η value means all the heating energy is devoted to 
preventing ice formation, which is rather susceptible. 
Thus, the latent heat term should be removed.

Figure 19.  Estimated evolution curves of the supercooled droplet diameter at temperature differences of 15 K, 30 K, 70 K and 115 K in 
time scales of (a) 300 µs and (b) 0.2 µs at the beginning.

Figure 20.  Comparison of density of deposited FGH energy and 
analytical results calculated from [66] along the streamer direction. 
The total energy density calculated from [66] was multiplied by the 
fractional ratio ηFGH; see details in the text.
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	(ii)	�To normalize with the electrode length W. One unique 
feature of nSDBD is that the discharge starts almost 
simultaneously from the electrode, so the parameter vari-
ation is small. Thus equation (15) can be normalized by 
W for convenience of analysis and power supply design.

	(iii)	�To add corrections for the span-wise nSDBD anti-icing 
configuration. In some groups the electrode is not posi-
tioned at the leading edge, thus it is necessary to add an 
additional cosφ term to account for the angle between the 
normal of the electrode surface and the flow, φ.

Thus equation (15) can be rewritten as:

E′
melt = LWC · uL

f
(C ·∆T)cosφ.� (16)

We calculated Edep and E′
melt  from recent publications [27, 

31–33, 36, 37] and plotted them as discrete points in figure 21. 
The red points refer to failed cases, and the green successful 
cases. The criterion for a ‘failed’ or ‘successful’ case is the 
existence of an ice-free leading edge; the temperature at the 
leading edge is the lowest, so if the nSDBD thermal energy is 
high enough to prevent ice from forming on the leading edge, 
then it is also enough for other positions (if SDBD is installed 
there).

For the triangular points in figure  21, there exist some 
uncertainties: (i) the input energy per pulse (x-axis) is taken 
directly from the original papers, due to a lack of discharge 
current data; (ii) the required anti-icing energy per cycle 
(y -axis) is affected by φ, and to find this value we need the 
exact position of the SDBD nearest to the leading edge, but 
this is not explicitly presented. The lack of a φ value leads to 
the error bars in figure 21. We approximated the positions of 
the nSDBDs in the reference by hand and set an estimated φ 
value between 45–70° and 0° for equation (16). In figure 21 

the triangular points are the mean value between maximum 
and minimum. Taking into account the fact that φ = 0◦ is only 
possible on the leading edge, the exact positions of the trian-
gular points should be lower than the current positions.

Two lines are drawn using y = ηx in figure 21, with corre
sponding η values marked. The points above the red lines refer 
to failed cases while the points below the green ones refer to 
successful cases. We conclude that the heating efficiency η is 
in the range between 3.5% and 5.0%. This value is very close 
to ηFGH ≈ 6%, indicating again that FGH plays a key role in 
nSDBD assisted anti-icing.

5.  Summaries and conclusions

The discharge and heating features of nSDBD in anti-icing 
configuration has been studied with a 2D model and existing 
experimental data. The mechanisms of nSDBD-based plasma-
assisted anti-icing have been analyzed. The parallel PASSKEy 
code validated by experimental measurements in this work 
and in Chen et al [36] was used.

Discharges in the exposed–encapsulated–exposed elec-
trode configurations have been studied. The evolution of the 
electron density and electric field in two counter-propagating 
surface streamers under two conditions (7 kV, 800 ns long 
pulse and 20 kV, 20 ns short pulse) were analyzed. The elec-
tric field is directed towards another electrode during voltage 
rise, then directed mainly towards the dielectric surface when 
the streamers approach each other, and finally reversed at the 
trailing edge. It is observed numerically that if the sum of the 
analytical discharge lengths of the two streamers (affected 
mainly by peak voltage) is significantly larger than the elec-
trode distance, the streamers will be ‘connected’, otherwise 
they will slow down and stop.

For the gas, the temperature rises in one pulse and in one 
duty cycle were studied. There is a 30 K increase in the first 
200 ns near the electrode due to FGH. Even under the assump-
tion that all the deposited energy is converted to gas heating, 
the heated discharge region is not sustainable at experimental 
airflow velocity (65 m s−1).

For the solid, the temperature rises due to ion bombard-
ment in one pulse and heat diffusion from gas in one duty 
cycle were estimated. At the end of the first voltage pulse, 
the order of temperature rise is 10−3 K at several microm-
eters depth. Heat diffusion from the gas leads to a temper
ature rise 5–10 times higher than via ion bombardment. The 
thermal flux from the discharge region into the water/ice layer 
is capable of heating it above 0 ◦C.

The impact of ‘micro-shockwaves’ and droplet vaporiza-
tion could be neglected. It takes only 75–125 ns for the droplet 
to reduce by 5 nm (corresponding to the maximum thickness 
of the water film formed on the surface at the end of each 
duty cycle), indicating that the heat flux from the heated 
gas directly to the water/ice layer is the main mechanism of 
nSDBD-based plasma-assisted anti-icing. In such a short time 
scale, the energy comes mainly from FGH.

The fraction of total energy transferred to FGH 
ηFGH ≈ 6%. The fraction of total energy required for 

Figure 21.  Diagram of input energy per pulse-required anti-icing 
energy per cycle. The red and green lines are calculated from 
equation (16), the triangles with error bars are experimental data 
collected from existing publications [27, 31, 33], and the circles are 
data from icing wind tunnel experiments conducted in our group. 
Some results have been presented in paper [37].
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preventing ice formation η ≈ 3.5%–5.0%, slightly lower than 
ηFGH.

The mechanism revealed and the fractional ratio η obtained 
in this paper provide the basis for designing power supply and 
nSDBD parameters in anti-icing applications and before the 
costly icing wind tunnel experiments; for a certain value of 
LWC and known power supply parameters, a velocity–temper
ature line can be drawn and used in future nSDBD-based icing 
control systems, and can be coupled with existing on-plane 
detectors.

There remains some discussion on the mechanisms of 
acSDBD-based anti-icing, as the role of FGH in acSDBD is 
negligible. Analysis of acSDBD in anti-icing experiments will 
be presented in subsequent papers.
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